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Data Mining is a mature area in Computer Science, 

whose main objective is the extraction of 

knowledge.

Data Mining has required to be enriched in recent 

years, due to the need to analyze semantic 

content.

Semantic Mining



Some kinds of Mining

• Data Mining

– Spatial Data

– Spatial-temporal 

– moving targets

– multimedia data

– data streams

• Process/Service Mining

• Mining of domains: health, air traffic control, foods, energy

• Text mining
Web Mining 

• …

Semantic Mining
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WEB *.0 -> WEB 3.0
 Static pages

 HTML.

3 basic principles

• The web as a platform

• Take advantage of Collective Intelligence

• Enriching experiences of the user

Semantic Mining

Web 3.0 is based on 

• A more "intelligent" Internet 

• Users carry out searches close to natural 

the

• Information has associated semantics

• The website deduces information through 

rules associated with the meaning of the 

content



General idea

Linked Data

Text Mining

Semantic Data Mining

Web Semantic Mining

Ontology Mining 

Graph Mining 

Text Mining

Semantic Data Mining

Web Semantic Mining

Ontological Mining 

Graph Mining 

Information 

sources

knowledge 

inference
Learning  

processes    

Semantic rules

Semantic annotations
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Mining

Semantic Mining



Mining

Semantic Mining
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• Websites,

• Unstructured content on the web,

• Structured content on the web,

• Labeled Graphs,

• Ontologies,

• Data Table, among others



Metodologies
MIDANO

MASINA

MEDAWEDE

ApEm

Desarrollo 

CA

10



MIDANO

"Methodology for the development of data mining applications based 
on organizational analysis"

Extended to be used in data analysis
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MIDANO

Knowledge of the domain of the
application and objectives of the
knowledge discovery process?

What to do when it is not know the organization, the

problem, or the processes to be studied?

"Methodology for the development of data mining applications based 
on organizational analysis"
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MIDANO

How to select the appropriate
variables to apply data analysis?

How to perform data processing?

"Methodology for the development of data mining applications based 
on organizational analysis"
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MIDANO-AofD
Three phases
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Phase 1

Identification 

of the sources 

of knowledge 

extraction in 

an 

organization

Phase 2

preparation 

and 

processing of 

data

Phase 3

Development 

of autonomic

cycle of data 

analysis tasks

Data sciences Data analysisBusiness intelligence



Description of the future scenario

Strategic objectives 
to be achieved

Associated
actor (s)

Associated
variables

AofD activities to be 
carried out

New features Results to be 
obtained 

(achievement 
indicators)

Future scenario : < xxx >

Phase 1: Identification of the sources of knowledge 
extraction in an organization

15

The set of future scenarios defines an organizational 

strategic technology plan

Future scenarios should be aimed 
at achieving them

Statistical metrics, knowledge 
models, …



Name General sources 
of data required

Indicators
generated

Expected effects 
on the strategic 

objective

AofD Observation
tasks

AofD Analysis
tasks

AofD Decision
Making Tasks

Phase 1: Identification of the sources of 
knowledge extraction in an organization

For each autonomous cycle

16Used in the future as an AC quality metric

Strategic objective to be achieved : <  …  >

Statistical metrics, knowledge models, ... 
that produce

Relationships between the 

tasks of the AofD 

AofD1
Task

AofD2
task

AofD3
task

AofD1 
task

AofD2
Task

AofD3
Task



Phase 2: preparation and processing 
of data

• Definition of the data model

• Data treatment

17

• Conceptual View

• Operational View

With these views, 

the multidimensional data 

model



Phase 2: preparation and processing of data (data 
science)

Name Name of the fact table

Keys to dimension tables

Objectives Variables Variables that describe or are associated with extracted 

knowledge (predictions, etc.)

Other variables Variables required by the AofD task, for example, derived from 

dimension processing operations or OLAP

Name Name of the dimension table

Keys of the
dimension

Attributes of the
dimension

Attributes that describe the theme associated with that 
dimension 18

Variable Extraction Transformation Load

Name of the

variable

Variable Collection Curation Analysis

Name of the

variable
CCA table

ETL table



Phase 3: Development of autonomic
cycle of data analysis tasks

• Specification of the decision-making 

system

• Technological specification of the 

autonomic cycle

• Development of the autonomic cycle

• Validation 
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SEMMA

CATALYST 
CRISP-DM

Any DM methodology can be used 
for this phase of AofD tasks,

20

Phase 3: Development of autonomic
cycle of data analysis tasks
Development of AofD tasks



• ACOLAT 1: Definition of the current learning paradigm. 

• ACOLAT 2: Determination of the educational resource for a given 

student. 

• ACOLAT 3: Identification of students with special needs.

• ACOLAT 4: Avoid Student Desertion.

• …

21

Specification of the Autonomic Cycles of 
Learning Analytic Tasks for a Smart Classroom



Specification of the Autonomic Cycles of 
Learning Analytic Tasks for a Smart Classroom

22

Task name
Description of the task

Data source Data analytic techniques Role
Determinate how students work in the 
social networks

Social networks 
(Facebook, Twitter)

Social analytics network 
techniques

Observation

Determinate how students browse the 
web

The Internet, navigation 
trace

Web mining Observation

Determinate the student’s performance Database of the academic 
system

Data mining Observation

Clustering of the students by 
performance, current learning style and 
habits

Previous results Data mining Analysis

Determinate the new learning style 
suitable for the course/group

Previous results Data mining Decision



Specification of the Autonomic Cycles

• Intelligent Autonomic System for Oil Processes

• To improve the quality of services in the 

communications networks

• Autonomous cycle for smart cities



Web Semantic Mining
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Web Semantic Mining

It is the integration of two areas of knowledge:

• Semantic Web

• Web Mining

The Semantic Web is used to give meaning to the data 

found on the Web.

Web Mining is used to extract patterns of behavior on 

the Web.



Change of paradigm from data mining to knowledge 

mining

Semantic Web Mining: Mining of knowledge in the 

web encoded in domain ontologies, etc.

Types of semantic resources

• Domain Ontologies

• Ontologies in the semantic 

web

Web Semantic Mining
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Minería de Datos Semánticos 

There are several types :

• The content of the web

• The structure of the web

• The use made of the web. General patterns of use

Personal access patterns

Links

Search results

Content of the website

Web Mining 



Dynamic Semantic Ontological 
Framework

Query
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Task Ontology

Task Ontology

Natural language processing

• Morphological Lexicon Analysis

• Syntactic analysis

• Semantic Analysis

• Pragmatic Analysis

Integration of:

• Onomasticon

• Lexicon

• Linguistics ontology

• Interpretive ontology
• Learning

29



Task Ontology

Blue: Morphological Lexicon Analysis

Red: Syntactic analysis

Green: Semantic analysis

Purple: Pragmatic analysis

Black: Lexicon

Orange: Linguistic Ontology

Gray: interpretive ontology
Yellow: Learning

30



Task Ontology

Task Ontology

For example: Universidad de Los Andes

Receive the query
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Task Ontology

Universidad de Los Andes

Task Ontology

Morphological Lexicon Analysis

Morphological 

Lexicon Analysis

32



Lexicon and Onomasticon
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Task Ontology

Task Ontology

Syntactic Analysis

Semantic Analysis

34



Linguistics Ontology

Ontología

SWRL rules

35



Task Ontology

Task Ontology

Syntactic Analysis

Consulta(?x), NombrePropio(?y), hasNext(?x, ?y), hasNext(?y, nil) -
> FraseNombre1(?x)

Syntactic Analysis
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Task Ontology

Task Ontology

Syntactic Analysis

Semantic Analysis

Semantic Analysis



Task Ontology

Task Ontology

Pragmatic Analysis
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Interpretive Ontology



Task Ontology

Task Ontology

Pragmatic Analysis

Pragmatic Analysis
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Interpreted query

It can be transformed into:

Boolena Information Recovery Systems

SPARQL
SPARQL-DL
SeRQL

Ontologies

SQL For relational database

SPARQL query
SELECT ?Clases 
WHERE 
{ ?subject j.0:nombre »Universidad de Los Andes»^^xsd:string . 
?subject rdf:type ?Clases}

41
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To determine this similarity, different models can be used : Boolean 
expressions, a vector model, those based on fuzzy logic, neural 
networks or Bayesian networks, etc.

Consulta Buscador 

Documentos 
obtenidos por el 

buscador

W EB 

Documentos 
Relevantes 

lista de enlaces candidatos y

criterios de relevancia

Query with MODS:

Extraction of Relevant Documents from the Web

Relevant documents according to the degree of 

similarity between the user's query and the recovered 

documents

Vector model: This model represents the query 

and the documents as vectors. Thus, a 

vocabulary of size t will define a t-dimensional 

space such that: 

• a document dj is represented by a vector

• a query q is represented as a vector



Frequency analysis, number of occurrences of the terms found in the query and 

in the recovered documents,

TF-IDF weights, the importance of a term to discriminate the document and/or 

collection of documents. 

Query with MODS:

Extraction of Relevant Documents from the Web

Weighting of the terms of the documents and of the query

Where: N = number of documents in the collection, DF = number of documents 

in which the term appears, TF = Frequency of appearance of the term in the 

document

43Frequency and weights determine the similarity 
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Suppose a user performs the following query in natural language in the google 

search engine:

“Universidad de Los Andes de Mérida”

MODS gets the following Boolean query:

(“Universidad de los Andes” and Mérida and Venezuela) or (ULA Mérida and 

Venezuela) or (“Universidad de los Andes” and “Núcleo Mérida” and Mérida 

and Venezuela) or (ULA and “Núcleo Mérida” and Mérida and Venezuela),

This query is made in the Google search 
engine, and MODS gets the set of links to 

documents

Query with MODS:

Extraction of Relevant Documents from the Web



Yahoo Google

Accuracy 0,2716 0,3699

Our system gives all documents as relevant 
(100% accuracy).

Query with MODS:

Extraction of Relevant Documents from the Web

Random Queries Yahoo Google

Query 1 0,2456 0,311

Query 2 0,299 0,323

Query 3 0,253 0,312

Query 4 0,2612 0,3419
45

Accuracy: proportion of documents retrieved that are relevant.



Tools: MODS Design

Protégé

OWL-DL

SWRL

Ontologies

46



Tools: Implementation of MODS

OpenNLP Stemming

Pellet

Jena

SPARQL

SPARQL-DL

management

inference engine

text processing Lemmator

queries

queries

r
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Task Ontology

Task Ontology

Invokes Learning

48



Learning

 Unknown terms 
 Automatic mapping engine 

 Morphosyntactic learning unit

 Recovered documents
 Automatic mapping engine

 Semantic learning unit 

49



Task Ontology

Task Ontology

Invokes Learning

Invokes Morphosyntactic Learning

Unknown term

50



Morphosyntactic Learning

51



Morphosyntactic Learning

Substantive, Adjective or Adverb Learning

Sustantive

Adjetive

Adverb

52



Morphosyntactic Learning

random queries with unknown terms

53



Task Ontology

Task Ontology

Invokes Learning

Invokes Morphosyntactic Learning

Recovered documents

Invokes Semantic Learning

54



Semantic Learning
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Learning Graph
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The graph has  the entities and 
relationships relevant, which is 

calculated

Learning Graph

It will be relevant if its weight is greater than or equal to the 

average of the weights.
57
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Palabra
Simple

es_sustantivo

Tiene Lema

StringString

Categorías

TieneCategoria

Sustantivo

es_comun

Lenguaje

Tiene 
lenguaje

String

Tiene 
nombre

Común

Propio

es_propio

Organización

...

Persona

Lugar

Lexicón

Pertenece

Onomástico

Pertenece

Tiene etiqueta

tipo

Palabra 
compuestas

Termino 
de Arbol

es un

es un

Tiene etiqueta

tiene nombre

String

Eventos

es_verbo

Pertenece

Verbo

es un

Entidad

TieneCategoria es_un

es_un

es_un

es_un

String

learning graph

Semantic Mining based on the Learning 

Graph

The learning graph is composed of a set of basic axioms to infer 
new knowledge.
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The classes defined in the learning 

graph The relationships defined in 

the learning graph

Semantic Mining based on the Learning 

Graph



Update of Ontologies

• Lexicon

• Onomasticon

• Interpretive

60



Semantic Learning

(“Universidad de los Andes” and Mérida and Venezuela) or (ULA Mérida and Venezuela) or

(“Universidad de los Andes” and “Núcleo Mérida” and Mérida and
Venezuela) or (ULA and “Núcleo Mérida” and Mérida and Venezuela)

61



62 626262

• Automatic creation of the terminological base of a 

domain

• is_a Relationship detection (superclass-subclass), 

• Creation of electronic lexicons for nouns and verbs.

Web Mining based on the Learning Graph



Semantic mining

 Build a Terminological Base in a specialized domain.

63
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Electronic lexicon of 

nouns and verbs

Semantic Mining based on the Learning

Graph
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Example: websites analyze

Unstructured text

Entities and Relations Candidates

Semantic Mining based on the Learning 

Graph



Example: websites analyze

Relevant entities with weight criteria> = 10.06

Total

Candidate Entities 251

Candidate Relations 121

Semantic Mining based on the Learning 

Graph

build text summaries
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Example: Ontologies Construction

In the analyzed texts of the Doctorate website, we find the following 

sentences that have the verb 'to be‘

The doctoral student is totally immersed in the dynamics of the

research group to which his tutor belongs and follows the guidelines

previously established by him in the training plan.

Any qualified researcher who is a member of a consolidated research

group at the Universidad de Los Andes is, potentially, a tutor of the

program.

If the Training Plan is not accepted by the Admission Committee, the

applicant and his/her tutor can modify it and submit it once again to the

Commission for consideration, within a period of one month.

Web Mining based on the Learning Graph
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Example 2: Ontologies Construction

For each candidate sentence, the morphosyntactic analysis determines.

• In sentence 1 cannot be established a relationship among the 

entities.

• In sentence 2 is established the relationship that researcher is a tutor 

• In sentence 3 cannot be established a relationship the verb is: "is 

accepted“

Web Mining based on the Learning Graph



Ontology Mining
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To explore techniques that can extract additional 

knowledge from a set of ontologies, to achieve a wider 

domain of knowledge.

• Extraction of knowledge patterns,

• Build or enrich ontologies.

• Establish relationships between ontologies

• ...

Ontology Mining 
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Ontology Mining 

• Extraction of Rules

• Integration of Ontologies

• Linked Ontologies

• Merge of Ontologies

• Ontology Alignment



Identify concepts of an ontology that are similar in 

the other ontologies

Semantic distance between each pair of concepts in 

different ontologies

Methods and tools for the alignment of ontologies

Alignment of ontologies



ontologies alignment 
techniques finds the 

correspondences between
the concepts of the 

ontologies. 

Alignment of ontologies

73



Ontology alignment techniques

• Based on linguistic matching

• Similarity based on terms.

• Semantic similarity:

• Similarity between properties of the 

classes 

• Similarity between super-classes

• Based on graph matching

Alignment of ontologies

74



Assume that CA is a concept in the ontology A and PA its predecessor. CB is 

a concept CB in the ontology B (PB is its predecessor).

Four cases to calculate the similarity:

Case A: The CA concept coincides with CB in B, and the predecessors 

PA and PB

Example of Method to Calculate Near 
Concepts 

Case B: PA matches PB, but there is no match between CA and CB.

Case C: CA matches CB, but there is no match between PA and PB.

Case D: CA does not coincide with the CB and PA does not coincide with 

PB.
75



The problem is to determine 
which alignment technique 
should be used at a given 

context. 

We propose an ABC based 
technique, which 

automatically select the 
proper alignment 

technique 

Ontology Alignment Recommendation 

System using ABC algorithm

76



ABC Algorithm: the main steps

The algorithm based on
the Colonies of Bees,
called Artificial Bee
Colony (ABC), motivated
by the intelligent
behavior of bees.

1. Send the scouts bees to find food sources

2. REPEAT

a. Send the employed bees to identified food 

sources and determine their amounts of nectar.

b. Calculate the probability value of the sources 

(quality) with which the onlookers bees will 

prefer sources.

c. Send onlookers bees to food sources using a 

stochastic selection process based on the 

amount of nectar in each source.

d. Stop the process of exploitation of sources 

exhausted by bees.

e. Send scouts to the search area to discover new 

food sources randomly.

f. Save the best food source found so far.

3. UNTIL (the requirements are met)



Emergent Alignment by using our ABC Approach

The problem of the 
ontology alignment is to 
be able to decide which of 
the techniques of 
semantic alignment must 
be used. 

For it, it is used the ABC
algorithm in order to let it 
choose automatically the 
technique to perform the 
alignment.

78



Emergent Alignment by using our ABC Approach

 Si: Service that can be utilizes to resolve a 

request (In our case, the alignment techniques). 

That is, each alignment technique is a source of 

nectar.

 G(Si): ): Profit, that is obtained by the use of the 

service Sj (one alignment technique), defined by 

the equation, which determine the quality of 

nectar (alignment technique).

 Sa(Si): Satisfaction of the Bee, when the service 

Sj is performed. It is also relate with the quality of 

nectar; in our case is the number of aligned 

nodes of the ontologies

 CA(Si): Cost, it is represented in this work as the 

execution time of the service Sj to return a result 

(also affects the quality of nectar).

 Pc: Probability of preserving the food source. 

Pseudo-random value, with a normal 

distribution within the range of 0 and 1, which 

changes the value of G(Si)

79



Emergent Alignment by using our ABC Approach

The algorithm is iterative, 
and it is done for finite 
iterations to make several 
suggestions, 

The bees arrive at 
different services (sources 
of nectar); they suggest 
various services. 
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Used Alignment Techniques

a) Class Structure: based in finding similitude 

taking into consideration the graph structure 

from the classes.

b) Distance edited name: semantic distance 

required to make the classes names equals. 

c) Distance edited subclass name: semantic 

distance required to make the sub-classes 

names equals, from the parent classes

d) Name and properties: similitude between 

classes names and properties.

e) Same names: semantic similitude if names 

from classes are equals.

f) Distance SMOA name (A String Metric for 

Ontology Alignment): similitude between entities as 

parts in common minus their differences.

g) String Distance: takes classes, properties and 

instances as simples strings to compare them.

h) Sub structures distance: based in finding 

similitude taking into consideration the graph 

structure from the sub-classes.
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Experiments
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Results
Set Execution

Time (sec)
# Aligned
nodes

#Times that each 

Align Technique 

is chosen

Cars 1:00

0:50

0:51

0:49

0:41

0:40

0:59

1:12

0

3

3

3

3

3

3

3

a) 0

b) 6

c) 3

d) 2

e) 7

f) 7

g) 3

h) 2

Anatomy Sub 

set

0:50

0:59

0:53

0:47

0:45

0:35

0:59

0:53

0

3

3

5

3

5

3

5

a) 0

b) 0

c) 0

d) 12

e) 0

f) 8

g) 0

h) 10

Computers

1:02

1:06

0:56

0:49

0:49

0:46

0

4

7

9

4

9

a) 0

b) 0

c) 0

d) 12

e) 0

f) 14

In this cases, all techniques from b) to h) 
align the same numbers of nodes, as the 
times are closed, it is chosen any of this 

techniques

In this two cases the number of aligned 
nodes are different, it is chosen any of 

the techniques with the bigger quantity 
of aligned nodes, choosing the one 

with less time.



It is the process to find relationships between 

entities that belong to different ontologies.

Weak link of Ontologies: it is a correspondence between identical

concepts.

Strong Link of Ontologies: It is carried out in a semi-automatic way,

with the help of a global knowledge expert that is linking, which can define

new concepts, as well as links that relate concepts of different

ontologies, thus creating a Meta-Ontology.

Linking Ontologies
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Similarity of Properties

Definitions:

A meta-ontology provides generic terms in the form of meta-concepts

A meta-concept represents a generic class, which has inheritable properties. 



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Concepts of the Source Ontology 

C1 C2 … CN

Aligned 

Concepts

C’1 PC1,…

PCN

… … …

C’2 …

…

C’N … …

New 

acquired 

concepts 

CN1 … …

CN2 … …

…

CNN … …

Collective 

Learning of 

Properties 

Matrix (MACP)

Common 

Property

Concepts 

PC1 C1 , C2 , C3…. , CN

PC2 C1 , C2 , C3…. , CN

… …

PCN C1 , C2 , C3…. , CN

Table of Common 

Properties among 

Concepts (TCPC)
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Definitions

A Context X=(C, P, M, R, S) is a combination of a set of ontologies,
where C is a set of concepts, P is a set of properties, M is a sub-set of the 

Cartesian product CxC, R a set of relationships of incidence between 

properties of concepts, and S a set of relationships between parent-child 

concepts.

A Category is a collection of concepts that have one or more 

properties in common. In a context X, a category Cat1 will be 

defined as (C, P), where C is a set of Concepts and P is a set of Properties 

The incidence relation R can be represented as: PM or PCxC. 

P

R:  S  ------------------->   O

The Scope of a category is the set of domain concepts



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Macro-Algorithm for the Generation of Meta-concepts

Inputs: A context X=(C,P,M,R,S)

Process:

1. The possible sub-categories are defined.

2. The LSO is created for the context X.

3. The sub-categories are classified as Sub-CAT-G and Sub-Cat-E.

4. The Sub-CAT-G are established as candidates for a meta-concept.

5. To structure the meta-ontology for the context, based on the Sub-Cat-G, the

relationships of "Sub-Class" between these sub-categories are established.

A Cat1 is "Sub-Class" of a Cat2, if Cat1 is "Sub-Category" of Cat2. 

The scope of the parent class is greater than the scope of the child class.

Output: The Meta-Ontology for the context X = (C, P, M, R, S))
89



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Quality Metrics of a Meta-Ontology

Robustness: A meta-ontology MO is Robust (R) with respect to an 

ontology O, if each meta-concept in MO represents at least one 

concept (or perhaps several) in the ontology O. 

Where: MC_R Set of Meta-Concepts that meeting the criterion of robustness, MC: Set of all Meta-Concepts

Completeness: A meta-ontology MO is Complete (C) with respect to 

an ontology O, if each concept in O is represented by at least one 

meta-concept in MO. 

Where: C_MC_C : Set of concepts of O that are defined for some meta-concept, C: Set of all concepts of O
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Quality Metrics of a Meta-Ontology

Precision: A meta-ontology MO is Precise (P) with respect to an 

ontology O, if each concept is associated maximum to a meta-concept 

(or in any case none) in MO. 

Where: C_MC_P: Set of O concepts that are defined for only one meta-concept

91



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Participating ontologies in the multiple

combination process

Part of the resulting

Ontology after of the

combination process
92



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Concepts of the Source Ontology 

Aligned 

Concepts

Concept Transport Bus Vehicle 

Transport(O1) Move_Person

Transport(O2) Move_Person

Trolleybus (O2) Move_Person,

Travels_through_Land, 

Has_Wheel

Car (O2) Move_Person, 

Travels_through_Land

,

Has_Wheel

New 

acquired 

concepts

Terrestrial Move_Person Move_Person, 

Travels_through_Land

Move_Person,

Travels_through_Land

Bicycle Move_Person, 

Travels_through_Land,

Has_Wheel

Move_Person

Travels_through_Land

,

Has_Wheel

MACP

Common Property Concepts

Move_Person Transport, Bus, Vehicle, Terrestrial, Bicycle

Travels_through_Land Bus, Vehicle, Terrestrial, Bicycle

Has_Wheel Bus, Vehicle, Bicycle

TCPC
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Set of ontologies: O1, O2 and O_source.

Set of concepts C: 

C={ Transport (Tra),Terrestrial (Ter), Bicycle (Bic), Bus (Bus), 

Vehicle (Veh),  Land (Lan), Wheel (Whe),Person(Per)}

Set of properties P: 

P={Move_Person(Mov_Per),Travels_through_Land(Tra_Lan), 

Has_Wheel (Has_Whe) }

Set M of cartesian product cxc:

M={<Tra,Per>,<Ter, Per>, <Bic, Per>, <Bus, Per>,<Veh, Per>,

<Ter, Lan>, <Bic, Lan>, <Bus, Lan>,<Veh, Lan>, 

<Bic, Whe>, <Bus, Whe>,<Veh, Whe>}



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Set R of incidences between properties and objects:

R={ Mov_Per  <Tra, Per>, Mov_Per  <Ter, Per >, Mov_Per 

<Bic, Per >, Mov_Per  <Bus, Per >, Mov_Per  <Veh, Per >, 

Tra_Lan  <Ter, Lan>, Tra_Lan  <Bic, Lan>, Tra_Lan  <Bus, 

Lan>, Tra_Lan  <Veh, Lan>, Has_Whe  <Bic, Whe>, Has_Whe 

<Bus, Whe>, Has_Whe  <Veh, Whe>}

Concepts that belong to the domain and range:

Domain={Tra, Ter, Bic, Bus, Veh}

Range={Lan, Whe, Per}

Set S of parent-child relationships:

S={TraTer, Ter  Bic, Ter Bus, Ter  Veh }
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Macro-algorithm:

1. Cat-O=({ Tra, Ter, Bic, Bus, Veh, Lan, Whe, Per}, 

{Mov_Per, Tra_Lan, Has_Whe})

2. Some sub-categories are:

Sub-Cat1=({Tra,Ter,Bic,Bus,Veh,Per,Lan,Whe}, 

{Mov_Per,Tra_Lan,Has_Whe})  Scope= 5  

Sub-Cat2=({Ter,Bic,Bus,Veh,Lan,Whe}, {Tra_Tie,Has_Whe})                             

Scope= 4

Sub-Cat3=({Bic, Bus, Veh, Whe}, {Has_Whe})                                                              

Scope= 3

3. LSO={Sub-Cat1, Sub-Cat2, Sub-Cat3}

4. Sub-CAT-G: Sub-Cat1, Sub-Cat2, Sub-Cat3. In this case, Sub-CAT-

E=empty.



Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Macro-algorithm:

5. Sub-CAT-G’s candidates for meta-concepts: Sub-Cat1, Sub-Cat2 and 

Sub-Cat3.

6. Relationships of "Sub-Class" between sub-categories:    Sub-Cat3 

Sub-Cat2  Sub-Cat1

Sub-Cat1

Sub-Cat2

Sub-Cat3

Candidate Sub-Categories 

for Meta-Concepts

The name to identify the meta-concepts of a meta-ontology, will be given by the properties and the 

range that define each subcategory
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Categories for 

meta-concepts
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Generation of Meta-Ontologies from Multiple 
Alignments between Ontologies

Resulting meta-

ontology for the 

transport domain

O_Source O1 O2 General

Robustness 1 0.7 0.85 0.83

Completeness   1 1 1 1

Precision 1 1 1 1

Getting a value of 1 in robustness is very difficult, and would correspond to a perfect alignment between all the 

ontologies involved in the integration process



It is the process where several ontologies within the 

same domain come together to standardize 

knowledge, make knowledge grow or have total 

knowledge locally.

The ontologies handle the same knowledge, but with different 
representations, or have partial representations of that 

knowledge.

Weak mixture of Ontologies: take an ontology A, copy it as a result C, and

enrich it with the other B, comparing all the concepts of ontology C (which

are the same as A at this time) with those of ontology B, enriching the

concepts of C with their similar concepts of B, leaving out part of the

knowledge of B.

Strong mixture of Ontologies: It is a weak mixture, but incorporating the

knowledge left out of B,

Merge of ontologies
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Ontology Mining (OM)
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Ontology Merge Algorithms

The problem of the traditional mixture 
of ontologies (which we have called 
weak mixture), is that it leaves 
knowledge without being incorporated 
in the resulting ontology.



Ontology Merge Algorithms

Our Strong Blend proposal is made in two parts,
• The weak mixture is made,
• The concepts and relationships left outside are

incorporated.

First Part: Our system performs the weak mixture of
two consistent ontologies A, B in an ontology C
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Ontology Merge Algorithms

Second Part: if the ontology to which the knowledge is
being extracted to be added to the first has still
knowledge without being added, the following cases are
analyzed:

Case 1:

The concepts of B were partially aligned
and unaligned nodes are not copied into the
result ontology. Only would suffice with:
• add nodes not aligned to C
• copy the relationships that were not copied

or aligned.
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Ontology Merge Algorithms

Case 2
• Certain intermediate

nodes were aligned
• It leaves the ancestors

without being copied

The strong mixture must:
• add these concepts to

the universe of C
• Add the relationships

where they participate

(see b-g ,c-8 and b-8)
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Ontology Merge Algorithms

Case 3:
• Only the leaf nodes are

aligned
• A large knowledge set of B.

is left out of C.

The strong mixture must
• add all concepts not copied

to C
• look for the relationships

that these concepts already
had with others in B

• copy also those
relationships with the
concepts that were copied
or with which they were
aligned

(g-16)
106



Combination of multiple ontologies

107



DETERMINATION OF THE SPACE OF SOLUTIONS 

The alignments A1, A2 y A3 already defined can be described as follows:

A1 = {(A, A’1), (C, C’1), (D, D’1), (E, E’1) }

A2 = {(A, A’2), (B, B’2), (E, E’2), (F, F’2) }

A3 = {(A, A’3), (B, B’3), (C, C’3), (D, D’3), (E, E’3) }

Among each pair of concepts must be defined, by the existing alignments, a

similar measure:

MC(C,C’)

This similarity measure must be ranging from 0 to 1, which refers to the grade

of similarity with the aligned concepts (p.e lexical similarity).

Combination of multiple ontologies

A, A’1

A, 
A’2

A, A’3

B, 
B’2

D, 
D’3

B, 
B’3

E, 
E’1

C, 
C’3

F, F’2

D, 
D’1

E, 
E’2

E, 
E’3

C, 
C’1

For M concepts in the source

ontology and N alignments, we

have a maximum of NM possible

solutions for this problem.



Combination of multiple ontologies

SA : Similarity of Ancestors of C and C’

SD: Similarity of Siblings of C and C

SS: Similarity of Descendants of C and C’

Similarity measure
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Combination of multiple ontologies

Probability of Transition 

In order to build the solution, each ant must choose the next element of

the solution from the “r” location. To do this, it uses a function of probability

to select the element “s”:

Where: 

: is the amount of pheromone. 

: is the heuristic information (Similarity Measure (MS)).

: is the node not visited yet by the k ant from r.

:        define the importance of the memory information

(pheromone) and heuristic information.
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Pheromone Updating

While an ant is in the construction process of the solution, each selected edge must

update the pheromone, delivering an amount of pheromone

:

Where:

: It is the increment of the pheromone, corresponding to sum of amounts of 

pheromone leaving by ants in the edge (r, s):

Where:

: It is the amount of pheromone leaving by k ant in the edge (r,s) which is directly 

related to the “Quality of the Solution” found by k ant.

Where: 

: selected alignment by k ant as the best solution for C

: Grade of enrichment of the alignment.

Combination of multiple ontologies
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Combination of multiple ontologies

"Degree of enrichment" (GE)

amount of new concepts obtained by the source ontology after 

selecting an alignment for a concept.

GE of the ontology after selecting the alignment of a concept C with

C 'of the new concepts that can be added to the correspondents of

the ontology:

• Children of concepts C 'not aligned (New hyponyms) and their

descendants

• The siblings of the concepts C 'not aligned with the immediate

aligned ancestor (father) (New Cohyponyms) and their

descendants.

• Concepts ancestors of C 'not aligned (New hyperonyms).
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Combination of multiple ontologies

Source Ontology

Alignment A1

Alignment A2

Transport

Boat

Helicopter

Ontology “ O2 “

Aircraft 

Cargo B. Passengers B.

Transport

Air Bus

Plane Helicopter

Vehicle

Ontology“ O3 “

Transport

Air terrestrial

Car
Plane 

Trolley

bicycle
light aircraft

Racing B. Ride  B. 113



Combination of multiple ontologies

Ontology O Ontology O1 MS(C,C´)

Transport Transport 1

Air - -

Bus - -

Vehicle - -

Plane Aircraft 0.8

Helicopter Helicopter 1

Ontology O Ontology O2 MS(C,C´)

Transport Transport 1

Air Air 1

Bus Trolley 0.5

Vehicle Car 0.8

Plane Plane 1

Helicopter - -

Quality metric

• Coverage (or completeness) 

• Compactness

• Redundancy



A possible resultant ontology after combination process, with a GE of 8, 

where new concepts acquired by ontology are highlighted. 

Transport

Boat

B. Cargo B. Passeng.

Air

Bus

Plane Helicopter

Car

terrestrial

light aircraft

Racing B
Ride  B.

Bicycle

Concepts

Transport (T)

Air(A)

Bus (B)

Vehicle (V)

Plane (P)

Helicopter (H)

T, T1

T, T2

A, A1

V, V2A,A2

P, P1

B, B2

H, H1V, V1

P, P2

B, B1

H, H2

This is a route graph for the solution obtained

Combination of multiple ontologies
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Graph Mining 
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Graph Mining

Objective: Develop algorithms to analyze graphs in order to 
extract knowledge.

• Search for patterns in them

• Search for groups of similar graphs (clustering)

• Construction of prediction models for graphs (classification)

• Applications
– discovery structural motive

– protein recognition

– reverse engineering in VLSI

– Much more …
117



Interactions

between

yeast

proteins

Semantic network

Graph Mining

Aspirin

Someone's 

Facebook



248/350
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Graph Mining



Similarity measures based on graph patterns

– Similarity measures based on characteristics

• Each graph is represented as a vector of characteristics

• Distance vector

– Similarity measure based on Structure

• Maximum common subgraph

• Grafo edita distancia: insertion, deletion, and re-labeling



Network metrics

 Question: Who is more central?
NETWORK METRICS: centrality

a) degree centrality. 

1) Indegree

2) Outdegree

b) Closeness centrality.

c) Betweenness centrality.

 Question: Everything is connected?
NET METRICS: connected components

- Strongly connected components:

- Weakly connected components

NET METRICS: giant component

 Question: How far are things?

NET METRICS: shorter routes

 Question: How dense are they?
NET METRICS: density of the graph

121

Each network metric answers the following 

questions:



Centrality 

Y 

X 

Y 

X Y X 

Y 

X 

indegree outdegree Betweenness

Closeness

Possible measurements of a vertex in a graph, which determines 

its relative importance within it

eigenvector centrality

The color (from red = 0 to 

blue = maximum) of each 

node indicates 

intermediation centrality.



Community Metrics

Designed to divide the network into modules, clusters, 

communities.

A network with high modularity means that:

• It is very dense between nodes of the same community

• But with dispersed connections between nodes of different 

communities

 Mutuality: Each member knows all the members

 Frequency: Each member knows at least k members of the 

group

 Closeness: The members are separated by a maximum of 

n jumps
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Communities Metrics

250/350

• 3 communities

• Each communities has its graph

• The density among the communities is low

Global metrics:

• average distance

• average grade

• diameter and radius

• ...
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Clusters of Signaling 

Pathways Networks

A signaling pathway is the set of reactions 
involved in the reaction of a cell to an external 

stimulus.

The clusters do not give much information per 
se, but by identifying the biological functions that 

identify each cluster, families can be defined.

The activation of the receptor caused by binding 
to a ligand is directly associated with the response 

of the cell.
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SeMiC Macro-Algorithm

Macro algorithm that
allows to detect the
clusters within a
network signaling
pathway, and enrich
them with GO.

1. Receive a signaling pathway network as input
2. Take it to a network format (proteins will be 

treated as nodes and reactions as 
relationships)

3. Calculate the modularity for each node in the 
network

4. Perform the hierarchical cluster,
5. Calculate the centroids of each cluster, using 

network centrality techniques.
6. Enrich each centroid semantically with GO
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SeMiC Macro-Algorithm

take the network, which can be
received, for example, in OWL format,
to a traditional network format to be
analyzed (step 2): (NET, DOT and CSV).
Then the modularity of the nodes is
calculated (step 3).

tool used: Gephi

Example the encyclopedia of Genes and 
Genomes TGF-β

(The clusters are
calculated (step 4). The
centroids are then
removed (step 5)

The centroids
pass to a
semantic
enrichment (step
6) using Gene
Ontology (GO)
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SeMiC Macro-Algorithm

Label Degree Closeness 
Centrality

Id of the 
cluster

_:A2034 4 6,215 0

_:A2095 4 6,145 8

_:A1967 4 5,761 3
_:A1943

_:A1943

4

4

5,717

5,269

3

3

Alzheimer nodes, with semantic content 

extracted from GO
Alzheimer 

Network view, 

with the main 

central nodes

goo.gl/JFyu26
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Linked Data
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130 130130130

Current Web

Microformats

XFN (XHTML Friends Network)

hCard

hcalendar

RDFa

<?xml version="1.0" standalone="yes"?> 

<rdf:RDF 

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 

xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 

xmlns:foaf="http://xmlns.com/foaf/0.1/"> 

<foaf:Person> 

<foaf:name>

Taniana Josefina Rodrígiuez de Paredes

</foaf:name> 

<foaf:mbox rdf:resourse=mailto:taniana@ula.ve/>

<foaf:knows>

<foaf:Person>

<foaf:name> Jose Aguilar </foaf:name>

<foaf:mbox rdf:resourse=mailto:aguilar@ula.ve/>

</foaf:Person>

</foaf:Knows>

</foaf:Person> 

</rdf:RDF>

FOAF

SEO

Andy Wachowski

The Matrix Lana Wachowski

Chicago

nació en

dirigió

es hijo de 

Knowledge Graph 

275/350

mailto:aguilar@ula.ve


 Ambiguity of natural language
Different words / expressions for the same 
concept (Synonyms, metaphors)

Why Linked Data?
Problem in recovery
of the information
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Implicit
knowledge

Why Linked Data?
Problem in recovery
of the information
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Linked Data

Method of publishing data so that they can be 

interconnected

It is based on Web technologies, such as HTTP, FOAF, OWL, RDF and URI, 

but instead of using them for web pages, they are extended to share 

information in a way that can be read automatically by computers.

• DBpedia - Wikipedia; 3.4 million concepts described by a billion triples (1000 

million),  

• Bibliografía DBLP - scientific articles, with information of 800,000 articles, 400,000 

authors and approximately 15 million triples

• riese - statistical data of 500 million Europeans
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https://es.wikipedia.org/wiki/DBpedia
http://web.archive.org/web/http:/www4.wiwiss.fu-berlin.de/dblp/
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Why Linked Data?

• Many ontologies with similar information in 
some of their parts:

For example, Names, CI, Address, Phone number

• These common parts could interconnect, and 
gather all the data from multiple ontologies in a 
giant collection of data, to be consulted.

That should lead to creating a swarm of ontologies in 
the world, and each ontology would be a node of 

the giant graph. 134



• The ontologies would be "linked" through 
the common parts (Name, Address, etc.)

• Users know the ontologies that they need to 
consult

• Queries are made about individual 
ontologies

• The common part of an ontology connects 
with the similar parts of the other

• From that "linked", a subset of that global 
shared ontology is extracted locally 135

Why Linked Data?



Knowledge representation
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Knowledge representation
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Knowledge representation
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URI: the key element
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Individuals (Entities)

Classes

Literals / Values

Vocabularies / Ontologies

Knowledge representation
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Model RDF

Richard Cyganiak

dbpedia:Berlin

foaf:name

foaf:based_near

foaf:Person
rdf:type

pd:cygri
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Data are identified with URIs

pd:cygri

Richard Cyganiak

dbpedia:Berlin

foaf:name

foaf:based_near

foaf:Person
rdf:type

pd:cygri = http://richard.cyganiak.de/foaf.rdf#cygri

dbpedia:Berlin = http://dbpedia.org/resource/Berlin
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Data are identified with URIs

dp:Cities_in_Germany

3.405.259
dp:population

skos:subject

Richard Cyganiak

dbpedia:Berlin

foaf:name

foaf:based_near

foaf:Person
rdf:type

pd:cygri

143



Data are identified with URIs

dp:Cities_in_Germany

3.405.259
dp:population

skos:subject

Richard Cyganiak

dbpedia:Berlin

foaf:name

foaf:based_near

foaf:Person
rdf:type

dbpedia:Hamburg

dbpedia:Muenchen

skos:subject

skos:subject

pd:cygri
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Knowledge representation
(SPARQL)
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Recuperación de

Información

Clásica

Semantic Search
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Bús

que

da

Bas

ada

en

Enti

dad

es

Semantic Search
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SEO (Search Engine Optimization)

Andy Wachowski

The Matrix Lana Wachowski

Chicago

was born in

directed
is the son of

 The triplets are represented in 

graphs.

 Knowledge Graph -> is a database 

of entities and entities among them

Semantic SEO aims to help search engines understand exactly what 

your pages are about.

 To do this, follow the next steps

Determine the entities corresponding to the page.

Disambiguate them directly

Disambiguate them indirectly.
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Andy Wachowski was born in Chicago

Andy Wachowski is the son of Lana Wachowski

Andy Wachowski directed The Matrix



Challenges from linked data



Discovery

Challenges from linked data

Natural language phenomena

• Vagueness, 

• Contingent statements about the future, 

presupposition failure, 

• Counterfactual  reasoning, 

• Fictional discourse.

DL or RM3 Engine

SEO

Hybrid Inference
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aguilar@ula.ve

Merci

Thanks

Obrigado

Danke

“If you are looking for different results,
then do not always do the same”

A. Einstein

Eskerrik

asko
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