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ABSTRACT 

 

Learning models used for prediction purposes are mostly developed without paying much 

cognizance to the size of datasets that can produce models of high accuracy and better 

generalization. Although, the general believe is that, large dataset is needed to construct a 

predictive learning model. To describe a data set as large in size, perhaps, is circumstance 

dependent, thus, what constitutes a dataset to be considered as being big or small is vague. In this 

paper, the ability of the predictive model to generalize with respect to a particular size of data 

when simulated with new untrained input is examined. The study experiments on three different 

sizes of data using Matlab program to create predictive models with a view to establishing if the 

size of data has any effect on the accuracy of a model. The simulated output of each model is 

measured using the Mean Absolute Error (MAE) and comparisons are made. Findings from this 

study reveals that, the quantity of data partitioned for the purpose of training must be of good 

representation of the entire sets and sufficient enough to span through the input space. The 

results of simulating the three network models also shows that, the learning model with the 

largest size of training sets appears to be the most accurate and consistently delivers a much 

better and stable results. 
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INTRODUCTION 

 

The rationales for developing a prediction model is primarily aimed at predicting for a new 

record, object, or whatever value assumed by the target attribute based on the input attributes. 

The relationship between the target attribute and the other attributes are learned from a set of 

data in which the target attribute is already known, this learning method is usually referred to as 

supervised learning. Prediction is described in (Skillicorn, 2007) as producing an appropriate 

label or categorization for new objects, given their attributes, using information gleaned from the 

relationship between attribute values and labels of a set of example objects. 

Developing a predictive model requires using a reasonable size of the dataset for 

modelling, but what constitutes a reasonable size of data remain vague. In several cases, 

especially when the data points fall within a few ranges of values such as categorical data, the 

use of small size of sample data is expected to perform well if the appropriate techniques are 

used. 

There are several techniques used in modelling dataset for the purpose of making 

predictions, neural network is one of the successful techniques due to its processing capabilities. 

It is also the technique used in this study to develop the predictive models. The technique has 

been reported to have performed well in the construction of predictive model in several studies 
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such as  (Özel and Karpat, 2005); (Oladokun et al., 2008); (Bandyopadhyay and  Chattopadhyay, 

2007) and (Raghuwanshi et al., 2006). Neural network and other widely used techniques are 

based on fitting a curve through the data, which mainly involve finding a relationship from the 

predictors to the predicted. 

Also, (Rajaraman  and  Ullman, 2012), describes modelling of the data as simply the 

answer to a complex query about it. The present study modelled datasets in order to determine 

the effect of using dataset of various sizes for model construction and some of the questions the 

paper would answer include: What differences does it make to use small or large dataset to 

develop a predictive model? How can the error associated with a particular predictive model or 

the accuracy of a model be determined and what can be done to improve the accuracy or 

generalization of a predictive model? 

In order to address these questions, the study uses a supervised learning technique of 

neural network to experiment on three different sizes of dataset in order to create network 

models capable of predicting the target attribute based on the relationships established from the 

input attributes. Findings from this study unveils the direct effect of model construction using 

different sizes of the dataset. 

This paper is organized as follows: In the next Section, the learning process of Neural 

Networks is discussed. This is followed by some predictive learning models reported in the 

literature and the Section that follows presents the proposed approach and the performance of the 

training process is graphically illustrated. The experimental results are represented and discussed 

in a separate Section, while the study is concluded in the Section that follows. 

 

NEURAL NETWORKS LEARNING PROCESS 

 

Artificial Neural Networks (ANNs) are a massively parallel and distributed processor that is 

made up of simple processing units and has a natural propensity for storing experiential 

knowledge and making it available for use (Haykin, 2009). Back propagation algorithm is one of 

the most common algorithm used for training in neural network; feed-forward neural network 

technique requires this algorithm for training. The algorithm adapted from (Han et al., 2012), 

follows the  learning process represented in Figure 1. 

ANNs can learn new associations, patterns and functional dependencies; the learning 

changes the network’s memory either by updating its status or by adding new facts and since 

ANNs do not use a mathematical model of how a system’s output depends on its input, they 

behave as model-free estimators (Suh, 2012).  
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Fig. 1 Back propagation algorithm 

Figure 1. Back propagation algorithm 

 

 

RELATED WORKS 

 

There have been several studies on developing predictive models due to its importance, but little 

or no attention is paid to the effect of using a particular size of the dataset for model 

construction. The act of developing a predictive model for the purpose of making useful 

predictions from the dataset is one of the data mining tasks and the concept of data mining relies 

much on model construction to predict data (predictive mining) or describe data (descriptive 

mining). 

The use of predictive models have helped in decision making by using the information at 

hand to predict the future. To show that small dataset can be useful for modelling, the study in 

(McArthur et al., 2013) proposed a method that allows researchers and practitioners to structure 

Input: 

D, a dataset consisting of the training tuples and their associated target values; 

L, the learning rate; 

Network, a multilayer feed forward network. 

Output: A trained network 

Method: 

1. Initialize all network weights and biases ; 

2. while terminating condition is not satisfied{ 

3. for each training tuple X in D{ 

4. // propagate the input forward: 

5. for each input layer unit j { 

6. Oj = Ij                       // output of an input unit is its actual input value 

7. for each hidden or output layer unit j { 

8. Ij =  iwijOi +  j; //compute the net input of unit j with respect to the 

previous layer, i 

9. Oj = 
jI

e


1

1
;      }       // compute the output of each unit j 

10.          // Back propagate the errors: 

11. for each unit j in the output layer   

12. Errj = Oj (1-Oj)(Tj-Oj);              // compute the error 

13. foreach unit j in the hidden layer,  

14. Errj = Oj (1-Oj) kErrkwjk; // compute the error with respect to the 

next higher layer, k 

15. for each weight wij in network { 

16. wij = (l) ErrjOi;                     // weight increment 

17. wij = wij + wij ; }                 // weight update 

18. for each bias  j in network { 

19.    j = (l) Errj;                    // bias increment 

20.  j =  j +    j; }               // bias update 

       21.               }} 
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a small amount of data in a way which aids understandings and allows predictions to be made.  

The study in (Dobbin  and  Simon, 2007) develops probability models and the paper proposed 

the sample size determination for prediction in the context of high-dimensional data that captures 

variability in both steps of predictor development. Predictive models are found useful in 

exploring the educational data as reported in (Osmanbegović  and  Suljić, 2012); (Schumacher et 

al., 2010) and (Bidgoli et al., 2003) for the predictions of student’s performance.  

Statistical methods for estimating dataset size requirements and classification of  

microarray data using learning curves is proposed in (Mukherjee et al., 2003). The study focuses 

on the use of the existing classification results to estimate dataset size requirements for future 

classification experiments. The study also evaluates the gain in accuracy and significance of 

classifiers built with additional data. The paper reported that, the subsampling procedure gives 

more accurate estimates of the quantiles of the true error of a classifier as the number of 

subsample increases. 

The study in (Basavanhally et al., 2010) uses an inverse power-law model of statistical 

learning to predict classifier performance when only a limited amount of annotated training data 

is available, the paper, however recommends that, results of classifier comparison made on small 

data cohorts should not be generalized as holding true when large amounts of data become 

available. 

In the study proposed in (van der Ploeg et al., 2014), the modern modelling techniques is 

perceived as being hungry of data. The study suggested the use of these techniques in medical 

prediction problems if there is availability of very large data sets with many events. The study 

opined that, only little is known about the sample size that is needed to generate a prediction 

model with a modern modelling technique that outperforms the  traditional regression based 

modelling techniques in medical data. 

In the present paper, we carried out a number of experiments aimed at developing models 

using varied sizes of datasets. The resulting outputs of simulating all the trained network models 

using the same size of an untrained dataset and further computations of the mean absolute error 

to determine the associated errors in each of the predictive models are analyzed and discussed. 

 

THE PROPOSED APPROACH 

 

In this section, the development of predictive models based on different sizes of the dataset and 

the evaluation of these models is presented. Three predictive models are developed and 

evaluated in a Matlab software environment. The students data collected for the purpose of 

constructing and evaluating the models are transformed to numeric values to make them suitable 

for the model construction. The dataset has five input attributes and a target output. Generating a 

model using the technique of neural network involves mapping all the significant patterns and 

relationships that exist among specified input attributes to predict the target output. How each 

model is able to achieve this is what the present study focuses on. 

This technique uses supervised learning, as the target is provided for the training sets. 

The study modelled 3 segments of datasets using similar configurations (see Table 1) and similar 

network architecture as illustrated in Figure 2. 

 

EXPERIMENTATIONS 

 

This study experiments on different sizes of the dataset. Models are constructed based on the size 

specified in each of the experiments and the target outputs are known (supervised learning). 
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Experiment I: In the first experiment, 400 datasets are used to construct the predictive model. 

The technique of feed-forward technique trained the data sets using back propagation algorithm. 

By default, this technique partitioned training set to 60%, while the leftover data sets are 

partitioned to the validation set and testing set in equal percentage. While the training set learn 

the relationship between the input attributes and the target, the validation set track the error that 

emanates in the course of the training. Training continues until the validation sets triggers the 

end of training when the error begins to rise. This is to avoid over-fitting. The Mean Square 

Error (MSE) is the error computed during this process using the formula in (1): 

 

MSE =
2

1

)ˆ(
1




n

i

ii YY
n

       (1) 

 

where n is the number of samples, iŶ  is the network output and iY  is the target value. 

The transfer function in the output layer controls the network outputs. Both hidden layer and 

output layer uses the same transfer function as shown in the network architecture (see Figure 2). 

The testing set, then evaluate the performance of the trained network. 

 

 
 

Figure 2. The architecture of the trained network model  

 

Table 1. Network Configurations 

 

Algorithm Data Division: Random 

Training: Levenberg Marquardt 

Network properties Network type: Feedforward BP 

Performance: Mean Square Error 

Number of Neurons:  10 

Transfer Function: TANSIG 

Network Parameters Epochs: 750 

Goal: 0 

Min grad: 1e-7 

Max_fail: 6 

Mu : 0.001 

  

 

Experiment II: In the second experiment, the datasets used for the model construction are 

increased to 800. Similarly, using the same technique as in Experiment I, this dataset is 

partitioned into training set, validation set and testing set. It is worth mentioning here that, while 
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training and validation sets are needed during the training process, the testing is only needed 

after the training process converges. The validation sets perform the role as described in 

Experiment I. 

 

Experiment III:  In the third experiment, the data sets used for model construction are increased 

to 1200. The partitioning of dataset to three portions also conforms to 60%, 20% and 20% for 

training, validation and testing, respectively. These sets of data, perform roles as described in 

Experiment I. 

 

TESTING OF THE NETWORK MODEL 

 

The last experiment conducted was to test the network model, in order to determine how the 

model would respond to a new set of data that the model has not previously seen. This is 

otherwise referred to as simulation. This testing is quite different from the testing earlier 

mentioned, which uses an equal percentage as the validation data and only occurred at the 

convergence of the training process. 

 

Experiment IV:  This is the last experiment conducted to simulate each of the predictive models 

created in the previous experiments using 260 untrained datasets. Simulating each network 

model gives a network output that is very close to the target output. In order to know which of 

the models give the closest output to the target, the mean absolute error is computed based on 

(2): 

 

MAE = 



n

i

ii YF
n 1

1
         (2) 

  

where Fi is the prediction from the network model and Yi is the target value. The results of the 

errors of the simulated outputs are shown in Table 2. The Mean Absolute Error (MAE) is 

computed for each predictive model in order to ascertain the pattern of error associated with each 

model. The choice of MAE among the performance measures for numeric prediction is due to 

the fact that,  MAE does not tends to exaggerate the effect of outliers (Witten et al., 2011), the 

MAE treats all sizes of error evenly according to their magnitude. 

 

EXPERIMENTAL RESULTS 

 

In this section, the training performance of the three predictive models is illustrated. As shown in 

the graph, see Figures 3-5, the number of epochs is computed against the Mean Square Error 

(MSE). Each model converges when the validation sets records an increase in the value of MSE. 

For instance, if  the MSE in the current iteration (En) is greater than the error of the previous 

iteration (En-1), to avoid over-fitting, the validation set interrupts the training and the network 

immediately converges. The training performance of the network model with 400, 800 and 1200 

datasets is shown in Figures 3, 4 and 5 respectively. 

In Figure 3, the error value decreases up to epochs 84 where best performance was 

recorded and the network converges. Up to this point, the network did not show any sign of over-

fitting. 
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Figure 3. Performance model based on experiment I 

 

In Figure 4, as the number of data sets increase to 800, the training and testing sets depicts more 

similarity features as shown in the graph; in order word, the error value decreases and no over-

fitting is recorded up to epochs 120 where the network converges. 

 

 

Figure 4. Performance model based on experiment II 

 

The third network model constructed using 1200 data sets is illustrated in Figure 5. The network 

appears to have been trained so fast here, as the training, validation and testing sets shares many 

similarities and the network converges and recorded the best performance at epochs 75.  
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Figure 5. Performance model based on experiment III 

 

The simulated results of each model using a set of untrained inputs are further measured by 

computing the MAE as shown in Table 2. 

 

Table 2. Mean Absolute Errors of the simulated outputs 

 

Predictive 

models 

The training data sets Datasets for simulation Error 

Model1 400 260 0.82137 

Model2 800 260 0.60431 

 

Model3 1200 260 0.51429 

 

 

DISCUSSION 

In this section, the experimental results are discussed. The performance of the three network 

models is represented in Figures 3, 4 and 5. From these diagrams, it can be seen that the final 

mean-square error for Figures 4 and 5 appears very small, while the testing and validation error 

depicts many similar characteristics. It can also be inferred from the model in Figure 3 that, there 

are obvious dissimilarities among the training, testing and validation sets. In general, all the 

models trained well as no over-fitting is shown up to iteration 75. The response of each model to 

an untrained input dataset, however, gives much better clarifications on their level of accuracies. 

The results of simulation shown in Table 2 reveal that, model 3 (constructed using 1200 datasets) 

has the least MAE, while model 1 (constructed using 400 datasets) shows the MAE of highest 

value. These results have shown that, simulating a predictive model using over 50% of an 

untrained input data can affect the prediction accuracy. In other word, the training sets should 

always be large enough to span through the input attributes. 



A. R. Ajiboye et.al/ International Journal of Software Engineering and Computer Sciences 1(2015) 75-84 

 

83 
 

CONCLUSIONS 

 

This paper evaluates and presents the resulting outputs of modelling different sizes of the dataset 

for prediction purposes.In the course of experimentations, three different sizes of the dataset are 

modelled using neural network techniques. The study further evaluates the accuracy of each 

network model by simulating them with a new untrained dataset. The accuracy of the simulated 

outputs is measured using mean absolute error and the comparison made on these outputs show 

the degree of error associated with each trained network model. 

The predictive model constructed with the smallest dataset records highest error when 

simulated with untrained inputs, while other models constructed using more dataset records 

better accuracy. Thus, it can be inferred from the results of this study that, using sufficient data 

set for predictive model construction can lead to better accuracy and the model’s ability to 

generalize. Although, due to vagueness that surrounds the size of the dataset, it is difficult to say 

precisely when a dataset can be considered to be big; the results from this study, have shown 

that, what is the most important is to construct models with adequate size of a dataset that is 

sufficient enough to span through the input space. 
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