
APPENDIX A 

Projective Geometry 

In this appendix we have tried to summarize the basic properties of the 
projective plane and projective curves that are used elsewhere in this book. 
For further reading about projective algebraic geometry, the reader might 
profitably consult Brieskorn-Knorrer [1], Fulton [1], or Reid [1]. More high­
powered accounts of modern algebraic geometry are given in Hartshorne [1] 
and Griffiths and Harris [1]. 

1. Homogeneous Coordinates and the Projective Plane 

There are many ways to approach the construction of the projective plane. 
We will describe two constructions, one algebraic and one geometric, since 
each in its own way provides enlightenment. 

We begin with a famous question from number theory, namely the 
solution of the equation 

(Fermat Equation #1) 

in rational numbers x and y. Suppose that we have found a solution, 
say x = a/c, y = bid, where we write the fractions in lowest terms and 
with positive denominators. Substituting and clearing denominators gives 
the equation 

aN dN + bN eN = eN dN. 

It follows that cN IaN dN. But gcd( a, e) = 1 by assumption, so we conclude 
that cN IdN , and hence cld. Similarly dN IbN eN and gcd(b, d) = 1, which im­
plies that dlc. Therefore c = ±d, and since we've assumed that c and d are 
positive, we find that d = c. Thus any solution to the Fermat Equation #1 
in rational numbers has the form (a/c, b/c) , and thus gives a solution in 
integers (a, b, c) to the homogeneous equation 

(Fermat Equation #2) 

Conversely, any integer solution (a, b, c) to the second Fermat Equation 
with c =I- 0 will give a rational solution (a/c, b/c) to the first. However, 
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different integer solutions (a, b, c) may lead to the same rational solution. 
For example, if (a, b, c) is an integer solution to Fermat's Equation #2, 
then for any integer t the triple (ta, tb, tc) will also be a solution, and 
clearly (a, b, c) and (ta, tb, tc) give the same rational solution to Fermat's 
Equation #1. The moral is that in solving Fermat's Equation #2, we 
should really treat triples (a, b, c) and (ta, tb, tc) as being the same solution, 
at least for non-zero t. This leads to the notion of homogeneous coordinates 
which we will describe in more detail later. 

There is one more observation we wish to make before leaving this ex­
ample, namely the "problem" that Fermat's Equation #2 may have some 
integer solutions that do not correspond to rational solutions of Fermat's 
Equation #1. First, the point (0,0,0) is always a solution of the second 
equation, but this solution is so trivial that we will just discard it. Second, 
and potentially more serious, is the fact that if N is odd, then Fermat's 
Equation #2 has the solutions (1, -1, 0) and (-1, 1, 0) which do not give 
solutions to the first Fermat Equation. To see what is happening, sup­
pose that we take a sequence of solutions (ai, bi , Ci), i = 1,2,3, ... , such 
that (ai,bi,ci) ---> (1, -1,0) as i ---> 00. Of course, we cannot do this with 
integer solutions, so now we'll let the ai, bi , c/s be real numbers. The corre­
sponding solutions to the first Fermat Equation are (adCi, bdci), and we see 
that these solutions approach (00,00) as (ai, bi , Ci) ---> (1,-1,0). In other 
words, the extra solutions (1, -1,0) and (-1,1,0) to Fermat's Equation #2 
somehow correspond to solutions of the first Fermat Equation which lie "at 
infinity." As we will see, the theory of solutions of polynomial equations 
becomes neater and clearer if we treat these extra points "at infinity" just 
like we treat all of the other points. 

We are now ready for our first definition of the projective plane, which 
is essentially an algebraic definition. We define the projective plane to be 
the set of triples [a, b, c], with a, b, c not all zero, such that two triples [a, b, e] 
and [a', b', c'] are considered to be the same point if there is a non-zero t 
such that a = ta', b = tb', e = te'. The numbers a, b, c are called homoge­
neous coordinates for the point [a, b, c]. We will denote the projective plane 
by 1P'2. In other words, we define an equivalence relation '" on the set of 
triples [a, b, e] by the rule 

[a, b, c] ""' [a', b', e'] if there is a non-zero t so that a = ta', b = tb', e = tc'. 

Then 1P'2 consists of the set of equivalence classes of triples [a, b, c] except 
that we exclude the triple [0,0,0]: 

2 {[a, b, c] : a, b, e are not all zero} 
IP' = . 

More generally, for any integer n 2 1 we define projective n-space to be the 
set of equivalence classes of homogeneous n + I-tuples, 
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where lao, at, ... ,an] ""' [a~, ai, ... ,a~] ifthere is a non-zero t so that ao = 
ta~, ... , an = ta~. 

We eventually want to do geometry in the projective plane, so we need 
to define some geometric objects. In the next section we will study quite 
general curves, but for the moment we will be content to describe the lines 
in J!P2. We define a line in J!P2 to be the set of points [a, b, c] E J!P2 whose 
coordinates satisfy an equation of the form 

aX + ,6Y + 'Y Z = 0 

for some constants a,,6, 'Y not all zero. Note that if [a, b, c] satisfies such an 
equation, then so does [ta, tb, tc] for any t, so to check if a point of J!P2 is on 
a given line, one can use any homogeneous coordinates for the point. 

In order to motivate our second description of the projective plane, we 
consider a geometric question. It is well-known that two points in the usual 
(x, y) plane determine a unique line, namely the line which goes through 
them. Similarly, two lines in the plane determine a unique point, namely 
the point where they intersect, unless the two lines happen to be parallel. 
From both an aesthetic and a practical viewpoint, it would be nice to 
provide these poor parallel lines with an intersection point of their own. 
Since the plane itself doesn't contain the requisite points, we will add on 
the extra points by fiat. How many extra points do we need? For example, 
would it suffice to use one extra point P and decree that any two parallel 
lines intersect at the point P? The answer is no, and here's why. 

Let Ll and L2 be parallel lines, and let P be the extra point where they 
are to intersect. Similarly, let L~ and L~ be parallel lines which intersect 
at the extra point P'. (See Figure A.1.) Suppose that Ll and L~ are not 
parallel. Then Ll and L~ intersect at some ordinary point, say Ll n L~ = 
{ Q}. But two lines are allowed to have only one point in common, so it 
follows that the points P E Ll and pI E L~ must be distinct. So we really 
need to add an extra point for each distinct direction in the ordinary plane, 
and then decree that a line L consists of its usual points together with the 
extra point determined by its direction. 

This leads to our second definition of the projective plane, this time in 
purely geometric terms. For simplicity, we will denote the usual Euclidean 
(also called affine) plane by 

Pt.? = {(x, y) : x and y any numbers}. 

Then we define the projective plane to be 

J!P2 = Pt.? u {the set of directions in A 2 }, 

where direction is a non-oriented notion. Two lines have the same direction 
if and only if they are parallel. Logically we could define a direction in 
this sense to be an equivalence class of parallel lines, that is, a direction 
is a collection of all lines parallel to a given line. The extra points in J!P2 
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Parallel Lines With Intersection Points "At Infinity" 

Figure A.I 
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associated to directions, that is the points in ]p'2 that are not in Pi,. 2, are 
often called points at infinity. 

As indicated above, a line in ]p'2 then consists of a line in Pi,. 2 together 
with the point at infinity specified by its direction. The intersection of 
two parallel lines is the point at infinity corresponding to their common 
direction. Finally, the set of all points at infinity is itself considered to be 
a line Loo , and the intersection of any other line L with Loo is the point 
at infinity corresponding to the direction of L. With these conventions, it 
is easy to see that there is a unique line going through any two distinct 
points of ]p'2, and further any two distinct lines in ]p'2 intersect in exactly 
one point. So the projective plane in this geometric incarnation eliminates 
the need to make a distinction between parallel and non-parallel lines. In 
fact, JP'2 has no parallel lines at all! 

We now have two definitions of the projective plane, so it behooves us 
to show that they are equivalent. First we need a more analytic description 
of the set of directions in Pi,. 2. One way to describe these directions is by the 
set of lines in Pi,. 2 going through the origin, since every line in Pi,. 2 is parallel 
to a unique line through the origin. Now the lines through the origin are 
given by equations 

Ay=Bx 

with A and B not both zero. However, it is possible for two pairs to give 
the same line. More precisely, the pairs (A, B) and (A', B') will give the 
same line if and only if there is a non-zero t such that A = tA' and B = tB'. 
Thus the set of directions in Pi,.2 is naturally described by the points [A, B] 
of the projective line ]p'l. This allows us to write our second description 
of JP'2 in the form 

JP'2 = Pi,.2 UJP'\ 

a point [A, B] E JP'1 C JP'2 corresponds to the direction of the line Ay = Bx. 
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How is this related to the definition of r 2 in terms of homogeneous 
coordinates? Recall in our original example we associated a point (x, y) E 
A2 with the point [x, y, 1] E r 2, and similarly a point [a, b, e] E p2 with e =1= ° 
was associated to the point (a/ e, b/ e) E A 2• But the remaining points 
in p2, namely those with e = 0, just give a copy of pl. In other words, the 
following maps show how to identify our two definitions of the projective 
plane: 

{[a, b, e] : a, b, e not all zero} 
+--+ A2 up1 

'" 

[a, b, e] {(~'D EA' ife=l=O 
---+ 

[a,b] E pI if e = ° 
[x,y, 1] +-- (x,y) E A2 

[A,B, O] +-- [A,B] E pI 

It's easy to check that these two maps are inverses. For example, if e =1= ° 
then 

[a,b,c] ~ (~,~) ~ [~, ~,1] = [a,b,e]. 

We'll leave the remaining verifications to you. 
Each of our definitions of the projective plane came with a description 

of what constitutes a line, so we should also check that the lines match up 
properly. For example, a line L in p2 using homogeneous coordinates is the 
set of solutions [a, b, e] to an equation 

aX + f3Y + 'YZ = 0. 

Suppose first that a and f3 are not both zero. Then any point [a, b, e] E L 
with e =1= ° is sent to the point 

(_ae, _be) on the line ax + f3y + 'Y = ° in A2. 

And the point [-f3,a,O] E L is sent to the point [-f3,a] E pI, which 
corresponds to the direction of the line -f3y = ax. This is exactly right, 
since the line -f3y = ax is precisely the line going through the origin that 
is parallel to the line ax + f3y + 'Y = 0. This takes care of all of the lines 
except for the line Z = ° in p2. But the line Z = ° is sent to the line 
in A 2 U pI consisting of all of the points at infinity. So the lines in our two 
descriptions of p2 are consistent. 
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2. Curves in the Projective Plane 

An algebmic curve in the affine plane 112 is defined to be the set of solutions 
to a polynomial equation in two variables, 

f(x, y) = o. 

For example, the equation x2 +y2 -1 = 0 is a circle in 112 , and 2x- 3y2 + 1 = 
o is a parabola. 

In order to define curves in the projective plane jp'2, we will need to use 
polynomials in three variables, since points in jp'2 are represented by homo­
geneous triples. But there is the further difficulty that each point in jp'2 can 
be represented by many different homogeneous triples. It thus makes sense 
to look only at polynomials F(X, Y, Z) with the property that F(a, b, c) = 0 
implies that F(ta, tb, tc) = 0 for all t. These turn out to be the homogeneous 
polynomials, and we use them to define curves in jp'2. 

More formally, a polynomial F(X, Y, Z) is called a homogeneous poly­
nomial of degree d if it satisfies the identity 

F(tX, tY, tZ) = td F(X, Y, Z). 

This identity is equivalent to the statement that F is a linear combination 
of monomials Xiyj Zk with i + j + k = d. We define a projective curve C in 
the projective plane jp'2 to be the set of solutions to a polynomial equation 

C : F(X, Y,Z) = 0, 

where F is a non-constant homogeneous polynomial. We will also call C 
an algebmic curve or sometimes just a curve if it is clear we are working 
in jp'2. The degree of the curve C is the degree of the polynomial F. For 
example, 

and 

are projective curves, where Cl has degree 2 and C2 has degree 3. 
In order to check if a point P E jp'2 is on the curve C, we can take any 

homogeneous coordinates [a, b, c] for P and check if F(a, b, c) is zero. This is 
true because any other homogeneous coordinates for P look like [ta, tb, tc] 
for some non-zero t. Thus, F(a,b,c) and F(ta,tb,tc) = tdF(a,b,c) are 
either both zero or both non-zero. 

This tells us what a projective curve is when we use the definition of jp'2 

by homogeneous coordinates. It will be very illuminating to relate this to 
the description of jp'2 as 112 U jp'I, where 112 is the usual affine plane and the 
points at infinity (i.e. the points in jp'I) correspond to the directions in 112. 

Let C C jp'2 be a curve given by a homogeneous polynomial of degree d, 

C: F(X,Y,Z) =0. 
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If P = [a, b, c] E C is a point of C with c =1= 0, then according to the 
identification ]p2 +-+ A2 U]pl described in Section 1, the point P E C C ]p2 

corresponds to the point 

( ~, ~) E A 2 C A 2 U ]pl. 

On the other hand, combining F(a, b, c) = 0 with the fact that F is homo­
geneous of degree d shows that 

1 (a b ) O=cdF(a,b,c)=F c'c,1 . 

In other words, if we define a new (non-homogeneous) polynomial I(x, y) 
by 

I(x, y) = F(x, y, 1), 

then we get a map 

{[a,b,c] E C : c =1= O} ---t {(x,y) E A2 I(x,y) = O}. 

[a, b, c] ~ (~,~) 

And it is easy to see that this map is one-to-one and onto, since if (r, s) E A2 

satisfies the equation I(x, y) = 0, then clearly [r, s, 1] E C. We call the 
curve I(x, y) = 0 in A2 the affine part of the projective curve C. 

It remains to look at the points [a, b, c] on C with c = 0 and describe 
them geometrically in terms of the affine part of C. The points [a, b, 0] 
on C satisfy the equation F(X, Y, 0) = 0, and they are sent to the points 
at infinity [a, b] E ]pI in A2 U ]pl. We claim that these points, which recall 
are really directions in A 2 , correspond to the limiting tangent directions 
of the affine curve I(x, y) = 0 as we move along the affine curve out to 
infinity. In other words, and this is really the intuition to keep in mind, an 
affine curve I(x, y) = 0 is somehow "missing" some points which lie out at 
infinity, and the points that are missing are the (limiting) directions as one 
moves along the curve out towards infinity. 

Rather than giving a general proof, we will illustrate with two exam­
ples. First, consider the line 

L : aX + {3Y + ')'Z = 0, 

say with a =1= o. The affine part of L is the line Lo : ax + {3y + 1 = 0 
in A 2 • The points at infinity on L correspond to the points with Z = O. 
There is only one such point, namely [-{3, a, 0] E L, which corresponds 
to the point at infinity [-{3,a] E ]pI, which in turn corresponds to the 
direction - {3y = ax in A 2 • This direction is exactly the direction of the 
line Lo. Thus L consists of the affine line Lo together with the single point 
at infinity corresponding to the direction of Lo. 
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Points At Infinity Are Limits Of Tangent Directions 

Figure A.2 

Next we look at the projective curve 

C : X2 - y2 - Z2 = O. 
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There are two points on C with Z = 0, namely [1, 1,0] and [1, -1,0]. These 
two points correspond respectively to the points at infinity [1, 1], [1, -1] E 
pI, or equivalently to the directions y = x and y = -x in A 2. The affine 
part of C is the hyperbola 

Suppose we take a sequence of points (Tt, 81), (T2' 82), ... on Co such 
that these points tend towards infinity, say 1821 -4 00. If we rewrite 
T~ - s~ - 1 = 0 as 

then the right-hand side goes to 0 as i -4 00, so we see that either 

1· Ti 1 lIn - = 
i-+oo Si 

or 1· Ti 1 ,lm-=-, 
t-+oo 8i 

depending on which branch of the hyperbola we travel on. (See Figure A.2.) 
Let Li be the tangent line to Co at the point (Ti' Si). We claim that 

as i -4 00, the direction of the tangent line Li approaches the direction 
of one of the lines y = ±x. This is nothing more than the assertion that 
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the lines y = ±x are asymptotes for the curve Co. To check this assertion 
analytically we implicitly differentiate the equation x2 - y2 - 1 = 0 to get 

dy x 
= dx y' 

and so 

The preceding discussion shows that if we start with a projective 
curve C : F(X, Y, Z) = 0, then we can write C as the union of its affine 
part Co and its points at infinity. Here Co is the affine curve given by the 
equation 

Co: f(x, y) = F(x, y, 1) = OJ 

and the points at infinity on C are the points with Z = 0, which corre­
spond to the limiting directions of the tangent lines to Co. The process of 
replacing the homogeneous polynomial F(X, Y, Z) by the inhomogeneous 
polynomial f(x, y) = F(x, y, 1) is called dehomogenization (with respect to 
the variable Z). We would now like to reverse this process. 

Thus suppose we begin with an affine curve Co given by an equa­
tion f(x, y) = O. We want to find a projective curve C whose affine part 
is Co, or equivalently we want to find a homogeneous polynomial F(X, Y, Z) 
so that F(x, y, 1) = f(x, y). This is easy to do, although we want to be 
careful not to also include the line at infinity in our curve. If we write the 
polynQmial f(x,y) as 'L,aijXiyj, then the degree of f is defined to be the 
largest value of i + j for which the coefficient aij is not zero. For example, 

Then we define the homogenization of the polynomial f(x,y) = 'L,aijXiyi 
to be 

F(X, Y, Z) = L aijXiyj Zd-i- j , 
i,j 

where d = deg(f). 

It is clear from this definition that F is homogeneous of degree d and 
that F(x, y, 1) = f(x, y). Further, our choice of d ensures that F(X, Y, 0) 
is not identically zero, so the curve defined by F(X, Y, Z) = 0 does not 
contain the entire line at infinity. Thus by using homogenization and deho­
mogenization we obtain a one-to-one correspondence between affine curves 
and projective curves that do not contain the line at infinity. 

We should also mention that there is nothing sacred about the vari­
able Z. We could just as well dehomogenize a curve F(X, Y, Z) with respect 
to one of the other variables, say Y, to get an affine curve F(x, 1, z) = 0 
in the affine xz plane. It is sometimes convenient to do this if we are espe­
cially interested in one of the points at infinity on the projective curve C. 
In essence what we are doing is taking a different line, in this case the 
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line Y = 0, and making it into the "line at infinity." An example should 
make this clearer. Suppose we want to study the curve 

C : y2 Z - X 3 - Z3 = ° and the point P = [0, 1,0] E C. 

If we dehomogenize with respect to Z, then the point P becomes a point 
at infinity on the affine curve y2 - x3 -1 = 0. So instead we dehomogenize 
with respect to Y, which means setting Y = 1. We then get the affine curve 

and the point P becomes the point (x, z) = (0,0). 

In general, by taking different lines to be the line at infinity, we can break a 
projective curve C up into a lot of overlapping affine parts, and then these 
affine parts can be "glued" together to form the entire projective curve. 

Up to now we have been working with polynomials without worrying 
overmuch about what the coefficients of our polynomials look like, and sim­
ilarly we've talked about solutions of polynomial equations without spec­
ifying what sorts of solutions we mean. Classical algebraic geometry is 
concerned with describing the complex solutions to systems of polynomial 
equations, but in order to study number theory we will be more interested 
in finding solutions whose coordinates are in non-algebraically closed fields 
like Q, or even in rings like Z. That being the case, it makes sense to look at 
curves given by polynomial equations with rational or integer coefficients. 

We call a curve C rational if it is the set of zeros of a polynomial having 
rational coefficients. t Note that the solutions of the equation F(X, Y, Z) = 
o and the equation cF(X, Y, Z) = 0 are the same for any non-zero c. This 
allows us to clear the denominators of the coefficients, so a rational curve is 
in fact the set of zeros of a polynomial with integer coefficients. All of the 
examples given above are rational curves, since their equations have integer 
coefficients. 

Let C be a projective curve that is rational, say C is given by the 
equation F(X, Y, Z) = 0 for a homogeneous polynomial F having rational 
coefficients. The set of rational points on C, which we denote by C(Q), is 
the set of points of C having rational coordinates: 

C(Q) = {[a,b,c] E jp>2 : F(a,b,c) = 0 and a,b,c E Q}. 

Note that if P = [a, b, c] is in C(Q), it is not necessary that a, b, c themselves 
be rational, since a point P has many different homogeneous coordinates. 
All one can say is that [a, b, c] E C is a rational point of C (Le. is in C(Q)) 
if and only if there is a non-zero number t so that ta, tb, tc E Q. 

Similarly, if Co is an affine curve that is rational, say C : f(x, y) = 0, 
then the set of rational points on Co is denoted Co (Q) and consists of 

t We should warn the reader that this terminology is non-standard. In the usual terminol­
ogy of algebraic geometry, a curve is called rational if it is isomorphic to the projective line ]pI, 

and a curve given by polynomials with rational coefficients is said to be defined over QI. 
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all (r, s) E C with r, s E IQ. It is easy to see that if Co is the affine piece 
of a projective curve C, then C(IQ) consists of Co(lQ) together with those 
points at infinity which happen to be rational. Some of the most famous 
questions in number theory involve the set of rational points C(IQ) on cer­
tain curves C. For example, the Nth Fermat curve CN is the projective 
curve 

CN : XN + yN = ZN, 

and Fermat's last theorem asserts that CN(IQ) consists of only those points 
with one of X, y, or Z equal to zero. 

The theory of Diophantine equations also deals with integer solutions 
of polynomial equations. Let Co be an affine curve that is rational, say given 
by an equation f(x, y) = O. We define the set of integer points of Co, which 
we denote Co(Z), to be the set of points of Co having integer coordinates: 

Co(Z) = {(r,s) E A? : f(r,s) = 0 and r,s E Z}. 

Why do we only talk about integer points on affine curves and not on projec­
tive curves? The answer is that for a projective curve, the notion of integer 
point and rational point coincide. Here we might say that a point [a, b, c] E 
]p'2 is an integer point if its coordinates are integers. But if P E ]p'2 is any 
point which is given by homogeneous coordinates P = [a, b, c] that are ra­
tional, then we can find an integer t to clear the denominators of a, b, c, and 
so P = [ta, tb, tc] also has homogenous coordinates which are integers. So 
for a projective curve C we would have C(IQ) = C(Z). 

It is also possible to look at polynomial equations and their solutions in 
rings and fields other than Z or IQ or IR or C. For example, one might look 
at polynomials with coefficients in the finite field IF p with p elements and 
ask for solutions whose coordinates are also in the field lFp. You may worry 
about your geometric intutions in situations like this. How can one visualize 
points and curves and directions in A,2 when the points of A,2 are pairs (x, y) 
with x, y E IF p? There are two answers to this question. The first and most 
reassuring is that you can continue to think of the usual Euclidean plane 
(i.e., 1R2 ) and most of your geometric intuitions concerning points and curves 
will still be true when you switch to coordinates in lFp. The second and 
more practical answer is that the affine and projective planes and affine and 
projective curves are defined algebraically in terms of ordered pairs (r, s) or 
homogenous triples [a, b, c] without any reference to geometry. So in proving 
things one can work algebraically using coordinates, without worrying at all 
about geometric intuitions. We might summarize this general philosophy 
as 

'Think Geometrically, Prove Algebraically.' 

One of the fundamental questions answered by the differential calculus 
is that of finding the tangent line to a curve. If C : f(x, y) = 0 is an affine 

curve, then implicit differentiation gives the relation ~~ + ~~ :~ = o. So 



2. Curves in the Projective Plane 231 

if P = (r, s) is a point on C, the tangent line to C at P is given by the 
equation 

81 81 
8x(r,s)(x-r) + 8y(r,s)(y-s) =0. 

This is the answer as provided by elementary calculus. But we clearly have 
a problem if both of the partial derivatives are O. For example, this happens 
for each of the curves 

and 

at the point P = (0,0). If we sketch these curves, we see that they look 
a bit strange at P. (See Figures 1.13 and 1.14 near the end of Section 3 
of Chapter I.) The curve C1 crosses over itself at P, so it has two distinct 
tangent directions there. The curve C2 , on the other hand, has a cusp 
at P, which means it comes to a sharp point at P. We will say that P is a 
singular point of the curve C : 1 ( x, y) = 0 if 

a1 (P) = a1 (P) = o. ax ay 
We call P a non-singular point if it is not singular, and we say that C is 
a non-singular curve (or smooth curve) if every point of C is non-singular. 
If P is a non-singular point of C, then we define the tangent line to C at P 
to be the line described above. 

For a projective curve C : F(X, Y, Z) = 0 described by a homogeneous 
polynomial we make similar definitions. More precisely, if P = [a, b, c] is a 
point on C with c -I- 0, then we go to the affine part of C and check whether 
or not the point 

Po = (~, ~) is singular on the affine curve Co: F(x, y, 1) = o. 

And if c = 0, then we can dehomogenize in some other way. For example, 
if a -I- 0, we check whether or not the point 

Po = (~,~) is singular on the affine curve Co: F(1,y,z) = O. 

We say that C is non-singular or smooth if all of its points, including the 
points at infinity, are non-singular. If P is a non-singular point of C, we 
define the tangent line to C at P by dehomogenizing, finding the tangent 
line to the affine part of C at P, and then homogenizing the equation of 
that tangent line to get a line in ]p>2. (An alternative method to check for 
singularity and find tangent lines on projective curves is described in the 
exercises. ) 

When one is faced with a complicated equation, it is natural to try 
to make a change of variables in order to simplify it. Probably the first 
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significant example of this that you have seen is the process of completing 
the square to solve a quadratic equation. Thus to solve Ax2 + Bx + C = ° 
we multiply through by 4A and rewrite the equation as 

(2Ax + B)2 + 4AC - B2 = O. 

This suggests the substitution x' = 2Ax + B, and then we can solve 
X,2 + 4AC - B2 = 0 for x' = ±v'B2 - 4AC. The crucial final step uses 
the fact that our substitution is invertible, so we can solve for x in terms 
of x' to obtain the usual quadratic formula 

-B+x' 
X= 2A 

-B ± v'B2 - 4AC 

2A 

More generally, suppose we are given a projective curve C of degree d, 
say defined by an equation C : F(X, Y, Z) = O. In order to change coordi­
nates on ]p2 we make a substitution 

x = mnX' + m12Y' + m13Z', 

Y = m21X' + m22Y' + m23Z', 

Z = m31X' + m32Y' + m33Z'. 

Then we get a new curve C' given by the equation F'(X', Y', Z') = 0, 
where F' is the polynomial 

F'(X', Y', Z') = F(mnX' + m12Y' + m13Z', 

m21 X ' + m22Y ' + m23Z', m31 X ' + m32Y' + m33Z'). 

The change of coordinates (*) gives a map from C' to Cj that is, given 
a point [a', b', c'] E C', we substitute X, = a', Y' = b', and Z' = c' into (*) 
to get a point [a, b, c] E C. Further, this map C' -+ C will have an inverse 
provided that the matrix M = (mij)l<i '<3 is invertible. More precisely, _ ,3_ 

if M-1 = N = (nij), then the change of coordinates 

X' = nnX + n12Y + n13Z, 

y' = n21 X + n22Y + n23Z , 

Z' = n31X + n32Y + n33Z, 

will map C to C'. We call a change of coordinates on ]p2 given by an 
invertible 3 x 3 matrix a projective transformation. Note that if the matrix 
has rational coefficients, then the corresponding projective transformation 
gives a one-to-one correspondence between C(Q) and C'(Q). SO the number 
theoretic problem of finding the rational points on the curve C is equivalent 
to the problem of finding the rational points on C'. 
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3. Intersections of Projective Curves 

Recall that our geometric construction of the projective plane was based 
on the desire that every pair of distinct lines should intersect in exactly one 
point. In this section we are going to discuss the intersection of curves of 
higher degree. 

How many intersection points should two curves have? Let's begin 
with a thought experiment, and then we'll consider some examples and 
see to what extent our intuition is correct. Let C1 be an affine curve of 
degree d1 and let C2 be an affine curve of degree d2 . Thus, C1 and C2 are 
given by polynomials 

C1 : fI(x,y) = 0 

C2 : h(x,y) = 0 

with deg(fd = db and 

with deg(h) = d2 • 

The points in the intersection C1 n C2 are the solutions to the simultaneous 
equations fI(x,y) = h(x,y) = O. Suppose now that we consider fI as 
a polynomial in the variable y whose coefficients are polynomials in x. 
Then fI(x, y) = 0, being a polynomial equation of degree d1 in y, should in 
principle have d1 roots Yb Y2, .•• , Yd1 • Now we substitute each of these roots 
into the second equation h(x, y) = 0 to find d1 equations for x, namely 

Each of these equations is a polynomial in x of degree d2 , so in principal 
each equation should yield d2 values for x. Altogether we appear to get d1d2 

pairs (x,y) which satisfy fI(x,y) = h(x,y) = 0, which seems to indicate 
we should have #(C1 nC2 ) = d1d2 • For example, a curve of degree 2 and a 
curve of degree 4 should intersect in 8 points, as is illustrated in Figure A.3. 
This assertion, that curves of degree d1 and d2 intersect in d1d2 point, is 
indeed true provided that it is interpreted properly. However, matters are 
considerably more complicated than they appear at first glance, as will 
be clear from the following examples. [Can you find all of the ways in 
which our plausibility argument fails to be a valid proof? For example, the 
"roots" Yb • .• , Yd1 really depend on x, so we should write h (x, Yi(X)) = 0, 
and then it is not at all clear how many roots we should expect.] 

Curves of degree one are lines, and curves of degree two are called 
conics. We already know that two lines in JP'2 intersect in a unique point, 
so the next simplest case is the intersection of a line and a conic. Our 
discussion above leads us to expect two intersection points, so we look at 
some examples to see what really happens. The (affine) line and conic 

C1 : x + Y + 1 = 0 and C2 : x 2 + y2 = 1 

intersect in the two points (-1,0) and (0, -1), as is easily seen by substitut­
ing Y = -x - 1 into the equation for C2 and solving the resulting quadratic 
equation for x. (See Figure A.4(a).) Similarly, 

C1 : x + Y = 0 and C2 : x2 + y2 = 1 
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Curves Of Degree Two And Degree Four Intersect In Eight Points 

Figure A.a 

intersect in the two points (~J2, - ~ J2) and (- ~ J2 , ~ J2). Note that we 
have to allow real coordinates for the intersection points, even though C1 

and C2 are rational curves. (See Figure A.4(b).) 
What about the intersection of the line and conic 

C1 : x+y+2 = 0 and 

They do not intersect at all in the usual Euclidean plane R.2, but if we allow 
complex numbers then we again find two intersection points 

and 

(See Figure A.4(c).) Of course, it is reasonable to allow complex coordi­
nates, since even for polynomials in one variable we need to use complex 
numbers to ensure that a polynomial of degree d actually has d roots count­
ing multiplicities. 

Next we look at 

C1 : x+ 1 = 0 and 

These curves appear to intersect in the single point ( -1, 1), but appearances 
can be deceiving. (See Figure A.4(d).) Remember even for two lines, we 
may need to also look at the points at infinity in]P2. In our case the line C1 is 
in the vertical direction, and the tangent lines to the parabola C2 approach 
the vertical direction, so geometrically C1 and C2 should have a common 
point at infinity corresponding to the vertical direction. Following our 
maxim from Section 2, we now check this algebraically. First we homogenize 
the equations for C1 and C2 to get the corresponding projective curves 

and 
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(a) (b) 

(c) (d) 

(e) (f) 

Some Of The Ways In Which Curves Can Intersect 

Figure A.4 
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Then a1 na2 consists of the two points [-1,1,1] and [0,1,0], as can be seen 
by substituting X = -Z into the equation for a2 • So we get the expected 
two points provided we work with projective curves. 

All of this looks very good, but the next example illustrates another 
problem which may occur. Consider the intersection of the line and conic 

0 1 : x+y = 2 and 

(See Figure A.4(e).) Then 0 1 n O2 consists of the single point (1,1), and 
even if we go to the projective curves 

a1 :X+Y=2Z and 

we still find the single intersection point [1,1,1]. What is wrong? 
Geometrically we immediately see the problem, namely the line 0 1 is 

tangent to the circle O2 at the point (1,1), so in some sense that point 
should count double. We can also see this algebraically. If we substitute 
the relation y = 2 - x from 0 1 into the equation for O2 and simplify, we 
get the equation 2X2 - 4x + 2 = 0, or equivalently 2(x - 1)2 = 0. So 
we do have a quadratic equation to solve for x, and normally we would 
expect to find two distinct roots, but in this case we happen to find one 
root repeated twice. This makes sense, since even a degree d polynomial of 
one variable can only be said to have d complex roots if we count multiple 
roots according to their multiplicities. 

This multiplicity problem can also occur if one of the curves is singular 
at P, even if the two curves do not have the same tangent direction. For 
example, consider the intersection of the line and the degree three curve 

0 1 : x-y=O and 

(See Figure A.4(f).) Our intuition says that 0 1 n02 should consist of three 
points. Substituting y = x into the equation for O2 gives x3 - x2 = O. This 
is a cubic equation for x, but it only has two distinct roots, namely x = ° 
and x = 1. Thus 0 1 n02 only contains the two points (0,0) and (1,1), but 
the point (0,0) needs to be counted twice, which gives the expected three 
points when we count points with their multiplicity. 

Finally, we look at an example where things go spectacularly wrong. 
Consider the intersection of the line and conic 

0 1 : x+y+l =0 and 

When we substitute y = -x - 1 into the equation for O2 we find that 
everything cancels out and we are left with ° = O. This happens because 
the equation for O2 factors as 

2X2 + xy - y2 + 4x + y + 2 = (x + y + 1)(2x - y + 2), 
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so every point on C1 lies on C2 • Notice that C2 is the union of two curves, 
namely C1 and the line 2x - y + 2 = 0. 

In general, if C is a curve given by an equation C : f(x, y) = 0, then 
we factor f into a product of irreducible polynomials 

Note that C[x, y) is a unique factorization domain, so every polynomial has 
an essentially unique factorization into such a product. Then the irreducible 
components of the curve C are the curves 

Pl(X,y) = 0, P2(x,y) = 0, Pn(x,y) = O. 

We say that C is irreducible if it has only one irreducible component, or 
equivalently if f(x, y) is an irreducible polynomial. Next, if C1 and C2 are 
two curves, we say that C1 and C2 have no common components if their 
irreducible components are distinct. It is not hard to prove that C1 n C2 

consists of a finite set of points if and only if C1 and C2 have no common 
components. Finally, if we work instead with projective curves C, Cb C2 , 

then we make the same definitions using factorizations into products of 
irreducible homogeneous polynomials in C[X, Y, Z). 

We now consider the general case of projective curves C1 and C2 , which 
we assume to have no common components. The intersection C1 n C2 is 
then a finite set of points with complex coordinates. To each point P E p2 
we assign a multiplicity or intersection index I(C1 n C2 , P). This is a non­
negative integer reflecting the extent to which C1 and C2 are tangent to 
one another at P or are not smooth at P. We will give a formal definition 
in Section 4, but one can get a good feeling for the intersection index from 
the following properties: 

(i) If P ~ C1 n C2 , then I(C1 n C2 , P) = o. 
(ii) If P E C1 n C2 , if P is a non-singular point of C1 and C2 , and 

if C1 and C2 have different tangent directions at P, then I(C1 n 
C2 , P) = 1. (One often says in this case that C1 and C2 intersect 
transversally at P.) 

(iii) If P E C1 n C2 and if C1 and C2 do not intersect transversally 
at P, then I(C1 n C2 ,P) ~ 2. 

(For a proof of these properties, see the last part of Section 4.) 

With these preliminaries, we are now ready to formally state the the­
orem which justifies the plausibility argument we gave at the beginning of 
this section. 

Bezout's Theorem. Let C1 and C2 be projective curves with no common 
components. Then 

L I(C1 nC2 ,p) = (degC1)(degC2), 

PEC1 nC2 
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where the sum is over all points of C1 n C2 having complex coordinates. 
In particular, if C1 and C2 are smooth curves with only transversal inter­
sections, then #(C1 n C2 ) = (degCd(degC2); and in all cases there is an 
inequality 

PROOF. We will give the proof of Bezout's theorem in Section 4. 0 

It would be hard to overestimate the importance of Bezout's theorem in 
the study of projective geometry. We should stress how amazing a theorem 
it is. The projective plane was constructed so as to ensure that any two 
lines (Le., curves of degree 1) intersect in exactly one point, so one could say 
that the projective plane is formed by taking the affine plane and adding 
just enough points to make Bezout's theorem true for curves of degree 1. It 
then turns out that the projective plane has enough points to make Bezout's 
theorem true for all projective curves! 

Sometimes Bezout's theorem is used to determine if two curves are the 
same, or at least have a common component. For example, if C1 and C2 

are conics, and if C1 and C2 have five points in common, then Bezout's 
theorem tells us that they have a common component. Since the degree of 
a component can be no larger than the degree of the curve, it follows that 
either there is some line L contained in both C1 and C2 , or else C1 = C2 • 

Thus there is only one conic going through any given five points as long 
as no three of the points are collinear. This is analogous to the fact that 
there is a unique line going through two given points. More generally, one 
sees from Bezout's theorem if C1 and C2 are irreducible curves of degree d 
with d2 + 1 points in common, then C1 = C2 • Note, however, that for d ~ 3 
there is in general no curve of degree d going through d2 + 1 preassigned 
points. This is because the number d2 + 1 of conditions to be met is greater 
than the number (d + l)(d + 1)/2 unknown coefficients of a homogeneous 
polynomial of degree d. 

We now want to consider a slightly more complicated situation. Sup­
pose that C1 and C2 are two cubic curves, that is curves of degree 3, which 
intersect in 9 distinct points PI, ... ,Pg . Suppose further that D is another 
cubic curve which happens to go through the first 8 points PI, ... , P8 • We 
claim that D also goes through the ninth point Pg • To see why this is true, 
we consider the collection of all cubic curves in ]p2, which we will denote 
by C(3). An element C E C(3) is given by a homogeneous equation 

C : aX3 + bX2y + cXy2 + dy3 + eX2 Z + f X Z2 + 
gy2 Z + hYZ2 + iZ3 + jXYZ = 0, 

so C is determined by the ten coefficients a, b, ... ,j. Of course, if we mul­
tiply the equation for C by any non-zero constant, then we get the same 
curve, so really C is determined by the homogeneous lO-tuple [a, b, ... ,jj. 
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Conversely, if two lO-tuples give the same curve, then they differ by multi­
plication by a constant. In other words, the set of cubic curves C(3) is in a 
very natural way isomorphic to the projective space r9. 

Suppose we are given a point P E r 2 and ask for all cubic curves 
that go through P. This describes a certain subset of C(3) ~ r 9 , and it 
is easy to see what this subset is. If P has homogeneous coordinates P = 
[Xo, Yo, Zo], then substituting P into the equation for C shows that C will 
contain P if and only if the lO-tuple [a, b, ... ,j] satisfies the homogeneous 
linear equation 

(xg)a + (X6Yo)b + (XoYJ!)c + {Yo3)d + (X6Zo)e + (XoZ6)f+ 

{Y02 Zo)g + (YoZ6)h + (Zg)i + (XoYoZo)j = O. 

[N .B. This is a linear equation in the 10 variables a, b, ... ,j.] In other 
words, for a given point P E r 2 , the set of cubic curves C E C(3) which 
contain P corresponds to the zeros of a homogeneous linear equation in r9. 

Similarly, if we fix two points P, Q E r 2 , then the set of cubic curves 
C E C(3) containing both P and Q is given by the common solutions of two 
linear equation in r 9 , where one linear equation is specified by P and the 
other by Q. Continuing in this fashion, we find that for a collection of n 
points PI, P2 , • •• ,Pn E JP>2 there is a one-to-one correpsondence between 
the two sets 

{
simultaneous solutions of a } 

{C E C(3) : PI"'" Pn E C} and certain system of n homo- . 
geneous linear equations in JP>9 

For example, suppose we take n = 9. The solutions to a system of 9 
homogeneous linear equations in 10 variables generally consists of the mul­
tiples of a single solution. In other words, if Vo is a non-zero solution, 
then every solution will have the form AVo for some constant A. Now 
let CI : FI(X, Y, Z) = 0 and C2 : F2 (X, Y, Z) = 0 be cubic curves in JP>2, 

each going through the given 9 points. The coefficients of FI and F2 are 
then lO-tuples which are solutions to the given system of linear equations, 
so we conclude that FI = AF2 , and hence CI = C2 • Thus, we find that, in 
general, there is exactly one cubic curve in JP>2 that passes through 9 given 
points. Note, however, that for special sets of nine points it is possible to 
have a one parameter family of cubic curves going through them. 

That is the situation of our original problem, to which we now return. 
Namely, we take two cubic curves CI and C2 in JP>2 that intersect in nine 
distinct points PI,"" P9 • Let CI and C2 be given by the equations 

and 

We consider the set of all cubic curves C E C(3) which pass through the 
first 8 points PI, ... , Ps. This set corresponds to the simultaneous solution 
of 8 homogeneous linear equations in 10 variables. The set of solutions 
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of this system consists of all linear combinations of two linearly indepen­
dent 10-tuplesj in other words, if VI and V2 are independent solutions, then 
every solution has the form A1V1 +A2V2 for some constants AI, A2. (In prin­
ciple, the set of solutions might have dimension greater than two. We leave 
it as an exercise for you to check that because the eight points PI, ... , Ps 
are distinct, the corresponding linear equations will be independent.) 

But we already know two cubic curves passing through PI' ... ' Ps, 
namely C1 and C2. The coefficients of their equations F1 and F2 will thus 
give two 10-tupies solving the system of 8 homogeneous linear equations, so 
they will span the complete solution set. This means that if D is any other 
cubic curve in p2 that contains the 8 points PI' ... ' Ps, then the equation 
for D has the form 

for some constants AI, A2. 

But the ninth point Pg is on both C1 and C2 , so F1(P9 ) = F2(P9 ) = O. It 
follows from the equation for D that D also contains the point Pg , which 
is exactly what we have been trying to demonstrate. 

More generally, the following theorem is true. 

Cayley-Bacharach Theorem. Let C1 and C2 be curves in p2 without 
common components of respective degrees d1 and d2 , and suppose that C1 

and C2 intersect in d1 d2 distinct points. Let D be a curve in p2 of de­
gree d1 + d2 - 3. If D passes through all but one of the points of C1 n C2 , 

then D must pass through the remaining point also. 

It is not actually necessary that C1 and C2 intersect in distinct points. 
For example, if P E C1 n C2 is a point of multiplicity 2, say because C1 

and C2 have the same tangent direction at P, then one needs to require 
that D also have the same tangent direction at P. The most general result 
is somewhat difficult to state, so we will content ourselves with the following 
version: 

Cubic Cayley-Bacharach Theorem. Let C1 and C2 be cubic curves 
in p2 without common components, and assume that C1 is smooth. Sup­
pose that D is another cubic curve that contains 8 of the intersection 
points of C1 n C2 counting multiplicities. This means that if C1 n C2 = 
{P1 , ••• ,Pr }, then 

1(C1 n D, Pi) ~ 1(C1 n C2, Pi) for 1 ~ i < r, and 

1(C1 n D, Pr ) ~ 1(C1 n C2, Pr ) - 1. 

Then D goes through the ninth point of C1 n C2 • In terms of multiplicities, 
this means that 1(C1 nD,Pr ) = 1(C1 nC2,Pr ). 

We will conclude this section of the appendix by applying the Cayley­
Bacharach theorem to prove a beautiful geometric result of Pascal. Let C be 
a smooth conic, for example a hyperbola, a parabola, or an ellipse. Choose 
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any six points lying on the conic, say labeled consecutively as PI, P2 , ... ,P6 , 

and play connect-the-dots to draw a hexagon. Now take the lines through 
opposite sides of the hexagon and extend them to find the intersection 
points as illustrated in Figure A.5, say 

+--+ +--+ <--+ 

P1P2nP4PS = {Qd, P2P3nPSP6 = {Q2}, P3P4 nP6P1 = {Q3}. 

Pascal's Theorem. The three points Ql, Q2, Q3 described above lie on 
a line. 

To prove Pascal's theorem, we consider the two cubic curves 

and 

Why do we call C1 and C2 cubic curves? The answer is that if we choose 

an equation for the line PiPj , say QijX +f3ijY +'YijZ = 0, then C1 is given 
by the homogeneous cubic equation 

and similarly for C2 . 

Notice that all nine of the points 
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This sets us up to use the Cayley-Bacharach theorem. We take D to be 
the cubic curve that is the union of our original conic C with the line 
through Q1 and Q2, 

Clearly D contains the eight points Pb P2, P3, P4, P5, P6, Qb Q2. The Cay­
ley-Bacharach theorem then tells us that D contains the ninth point in 
C1 n C2, namely Q3. Now Q3 does not lie on C, since otherwise the 

line P6P1 would intersect the conic C in the three points P6 , Pb Q3, con-
.......... 

tradicting Bezout's theorem. Therefore Q3 must be on the line Q1Q2. In 
other words, Q1, Q2, and Q3 are collinear, which completes the proof of 
Pascal's theorem. 

4. Intersection Multiplicities and a Proof of Bezout's Theorem 

We give the proof of Bezout's theorem in the form of a long exercise with 
hints. It is quite elementary. For the first weak inequality (which is all that 
is needed in many important applications of the theorem) we use only linear 
algebra and the notion of the dimension of a vector space. After that we 
need the concepts of commutative ring, ideal, and quotient ring, and the fact 
that unique factorization holds in polynomial rings, but that is about all. 

Let C1 and C2 be curves in r 2 of respective degrees n1 and n2, without 
common components. Until the last step of the proof we assume that the 
line at infinity is not a component of either curve, and we work with affine 
coordinates x, y. Let 

h(x,y) = 0 and h(x,y) = 0 

be the equations for the two curves in the affine plane A 2 • The assumptions 
we have made mean that the polynomials h and 12 have no common factor 
and are of degree n1 and n2 respectively. 

The proof is pure algebra (though the geometric ideas behind it should 
be apparent) and works over any algebraically closed ground field k. The 
reader is welcome to take k = C, but k could also be an algebraic closure 
of the finite field lFp, for example. 

Let R = k[x, y] be a polynomial ring in two variables and let (h, h) = 
Rh + Rh be the ideal in R generated by the polynomials h and h. The 
steps in the proof of Bezout's theorem are as follows: 
(1) We prove the following two inequalities which, on eliminating the mid­
dle term, show that the number of intersection points of C1 and C2 in A2 
is at most n1n2: 
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Note: In this section, dim means the dimension as a k-vector space. 
(2) We show that (B) is an equality if C1 and C2 do not meet at infinity. 
(3) We strengthen (A) to get 

where I(C1 n C2 , P) is a suitably defined intersection multiplicity of C1 

and C2 at P. 
(4) We show that (A+) is in fact an equality. 

The fact that k is algebraically closed is not needed for the inequal­
ities (1) and (3), but is essential for the equalities (2) and (4). Taken 
together, (2) and (4) give Bezout's theorem in case C1 and C2 do not meet 
at infinity. To get it in general there is one more step. 
(5) We show that the definition of intersection multiplicity does not change 
when we make a projective transformation, and that there is a line L in ]p2 

not meeting any intersection point. Changing coordinates so that the line L 
is the line at infinity, we then get Bezout in general. 

To round out the argument we include one more segment: 
(6) We prove some basic properties satisfied by the intersection multiplicity 
I(C1 n C2 , P) and show that it depends only on the initial part of the Taylor 
expansions of ft and 12 at P. 

Now we sketch the proof as a series of exercises with hints, breaking 
each of the segments (1)-(5) into smaller steps. 
(1.1) Let PI, P2 , .•. , Pm be m different points in the (x, y) plane. Show 
that for each i there is a polynomial hi = hi(x, y) such that hi(Pi) = 1 
and hi(Pj ) = 0 for j =j:. i. (Idea. Construct hi as a product of linear 
polynomials, using the fact that for each j =j:. i there is a line through Pj 

not meeting Pi.) 
(1.2) Suppose that the m points Pi from (1.1) lie in C1 nC2 . Prove that the 
polynomials hi are linearly independent modulo (ft, h), and consequently 
that 

m ~ dim ((ft~h)). 
This proves inequality (A). (Idea. Consider a possible dependence 

with Ci E k. Substitute Pi into the equation to show that every Ci = 0.) 
This takes care of inequality (A). To prove (B) we define for each 

integer d ~ 0, 

113 
c/>(d) = 2(d + l)(d + 2) = 2d2 + 2d + 1, 

Rd = (vector space of polynomials f (x, y) of degree ~ d), 

Wd = Rd-nJI + Rd-n2h· 
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Thus Wd is the k-vector space of polynomials of the form 

with deggi S d - ni for i = 1,2. 

Notice that Wd = 0 if d < max{ nl, n2}, and in any Cal ~ Vd C (iI, h). 
(1.3) Show that dimRd = ¢>(d). (Idea. One way to see tl is is to note that 

¢>(d) - ¢>(d - 1) = (number of monomial xiyi of d~gree d) = d + 1 

and use induction on d.) 
(1.4) For d ~ nl + n2, show that 

(Here we use the hypothesis that iI and 12 have no common factor.) 
(1.5) Prove that for d ~ nl + n2, 

(Idea. If 1 is a non-zero polynomial, then 9 t--t gl defines an isomor­
phism Rd-i ~ Rd-ilj hence dim Rd-il = ¢>(d - j). Now use the lemma 
from linear algebra which says that 

dim(U + V) = dim(U) + dim(V) - dim(U n V) 

for subspaces U, V of a finite dimensional vector space.) 
(1.6) Prove inequality (B) by showing that if gj, 1 S j S nln2 + 1, are 
elements of R, then they are linearly dependent modulo (h,h). (Idea. 
Take d so large that the gj are in Rd and so that (1.5) holds. Then use (1.5) 
to show that there is a non-trivial linear combination 9 = L Cjgj such 
that 9 E Wd C (h, h). 

This finishes segment (1). For segment (2) we begin by recalling how 
one computes the intersections of an affine curve I(x, y) = 0 with the line 
at infinity. 
(2.1) For each non-zero polynomial 1 = I(x, y), let f* denote the homoge­
neous part of 1 of highest degree. In other words, if 

1 = LCijXiyi has degree n, then j* = L CijXiyj. 
i,j i+j=n 

Because k is algebraically closed, we can factor j* into linear factors, 

n 

j*(x, y) = II (aix + biy), ai,bi E k, n = degl = degj*. 
i=l 

Show that the points at infinity on the curve 1 (x, y) = 0 are the points 
with homogeneous coordinates 
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(Idea. Put x = XjZ, Y = YjZ, etc.) 
An example should make this clearer. Consider the polynomials 

f(x, y) = x4 - x2y2 + 3x3 + xy2 + 2y3 + 2y2 + 8x + 3, 

j*(x, y) = X4 - x2y2 = x2(x + y)(x - y), 
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each of which has degree 4. The quartic curve f(x, y) = 0 thus meets the 
line at infinity in the points (0,1,0), (1, -1,0), (1,1,0). The fact that x 2 

divides f*(x,y) means that the curve is tangent to the line at infinity at 
the point (0,1,0). 

The remaining steps in segment 2 are as follows: 
(2.2) If C1 and C2 do not meet at infinity, show that fi and f2 have no 
common factor. 
(2.3) If Ii and 12 have no common factor, show that (/I, h) n Rd = Wd 
for all d :::: n1 + n2. 
(2.4) If (/I, h) n Rd = Wd and d:::: n1 + n2, show that 

dim C/I~h)) :::: n1n2· 

(Idea. (2.2) is an easy consequence of (2.1). To do (2.3) we suppose that I E 

(/I, h)nRd is written in the form I = g1/1 + g2h with gl and g2 of smallest 
possible degree. If deg gl > d - n1, then looking at the terms of highest 
degree shows that gifi + g2/2 = o. Then use the fact that Ii and 12 are 
relatively prime to show that there is an h such that 

and 

Deduce that deggi :::; d - ni, and hence that f E Wd . For (2.4) note that 
by (1.5) there are n1n2 element in Rd which are linearly independent mod­
ulo Wd, and that if (/I, h) n Rd = Wd, then they are linearly independent 
as elements of R modulo (/I, h)· Hence, dimR/(/I, h) :::: n1n2.) 

To define intersection multiplicity we introduce the important notion 
of the local ring Op of a point P E A2. Let K = k(x,y) be the frac­
tion field of R = k[x, yj, that is, K is the field of rational functions of x 
and y. For a point P = (a, b) in the (x, y) plane and a rational function 
¢ = I(x,y)/g(x,y) E K, we say that ¢ is defined at P if g(a,b) =I- 0, and 
then we put 

¢(P) = I(a, b) = I(P) 
g(a, b) g(P) . 

For a given point P we define the local ring of P to be the set of all ¢ E K 
which are defined at P. We leave the following basic properties of Op 
as exercises. First, Op is a subring of K, and the map ¢ I-t ¢(P) is a 
homomorphism of Op onto k which is the identity on k. Let 

Mp={¢EOp: ¢(P)=O} 
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be the kernel of that homomorphism. Then 0 p is equal to a direct sum 
Op = k + M p , and Op/Mp ~ k. An element ¢ E Op has a multiplicative 
inverse in Op if and only if ¢ f/. M p . Every ideal of Op other than Op itself 
is contained in M p, and so M p is the unique maximal ideal of 0 p. (A ring 
having a unique maximal ideal is called a local ring. We used another local 
ring Rp C Q in Chapter II, Section 4. See also Exercise 2.7.) 

Now let (11, h) p = 0 p 11 + 0 ph denote the ideal in 0 p generated 
by 11 and h. Our definition of the intersection multiplicity (also called the 
intersection index) of C1 and C2 at P is 

We are now ready to do segment (3), which means taking inequality (A) 
and strengthening it to inequality (A+). 
(3.1) Show that 

Deduce from inequality (B) that the intersection multiplicity I(C1 n C2 , P) 
is finite. (Idea. Note that any finite set of elements in Op can be written 
over a common denominator. Show that if gdh, g2/h, ... , gr/h are elements 
of Op which are linearly independent modulo (l1,h)p, then gt, g2,··· gr 
are elements of R which are independent modulo (ft, h).) 
(3.2) Show that Op = R + (ft, h)p. (Idea. By (3.1) we may suppose that 
the elements gdh span Op modulo (l1,h)p, and because h-1 E Op, it 
follows that the polynomials gi span Op modulo (11, h)p.) 
(3.3) Show that if P f/. C1 n C2 , then I(C1 n C2 , P) = O. Show that 
if P E C1 nc2 , then 

and 

Conclude that if P E C1 n C2 , then I(C1 n C2 , P) 2: 1, with equality if and 
only if (ft, h)p = Mp. 
(3.4) Suppose that P E C1 n C2 • Let r satisfy r 2: dim(Op/(I1,h)p). 
Show that Mp C (11, h)p. (Idea. We are to prove that, given any collection 
of r elements tt, t2,"" tr in Mp, their product t1t2'" tr is in (l1,h)p. 
Define a sequence of ideals Ji in 0 p by 

Then 
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Since r > dim (M p / (ft, h) p ), it follows that Ji = Ji+ 1 for some i with 
1 :s; i :s; r. If i = r, then t1t2'" tr E (ft, h)p and we are done. If i < r, 
then we have 

with ¢ E Op and '¢ E (ft, h)p, 

so t1t2'" ti(1 - ti+1¢) = '¢ E Op. But (1 - ti+1¢)(P) = 1, so we have 
that (1- ti+1¢)-1 E Op. Hence t 1t2'" tr = '¢ti+1 ... tr(l- ti+1¢)-l E Op 
as claimed.) 
(3.5) Let P E C1 n C2 n A2 , and let ¢ E Op. Show that there exists a 
polynomial g E R such that 

g == ¢(mod (ft, h)p) and 

g == 0 (mod (ft, h)Q) for all Q =1= P, Q E C1 n C2 n A2. 

(Idea. The inequalities (A) and (B) already proved show that ony a finite 
number of points are involved here (at most n1n2 in fact). Hence, by (1.1) 
there is a polynomial h = h(x,y) E R such that h(P) = 1 and h(Q) = 0 
for Q =1= P, Q E C1 n C2 n A2. This means h- 1 E Op and h E MQ for 
each of the other points Q. For integers r ~ 1 we have h-r E Op, and 
if r is sufficiently large, then, by (3.4), we will have hr E (ft,h)Q for 
the other points Q. By (3.2) there is a polynomial fER such that f == 
¢h-r (mod (ft,h)p), Then g = fhr solves the problem.) 
(3.6) Show that the natural map 

given by 
f f-----+ (-'" f mod (ft, h)p,···) PEc1 nC2nA2 

is surjective, and conclude that the inequality (A+) holds. (Idea. Let J be 
the kernel of the map. Then (ft,h) c J, so dimR/(ft,h) ~ dim(RjJ). 
The surjectivity of the map follows easily from (3.5) and implies that 

dim ~ = (dimension of the target space) 

= Ldim (J 0;) = L I (C1 n C2 ,P).) 
p 1, 2 P P 

To prove that (A +) is an equality is now seen to be the same as showing 
that the kernel J of the map (*) is equal to (ft, h). So we must show 
that J c (ft, h), the other inclusion being obvious. Let f E J. Our 
strategy for showing f E (/1, h) is to consider the set 

L = {g E R : gf E (/1, h)} 
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and to prove that 1 E L. 
(4.1) Show that L is an ideal in R and that (II, h) c L c R. 
(4.2) Show that L has the following property: 

For every PEA 2 there is a polynomial gEL such that g( P) "I o. ( ** ) 

In fact, property (**) alone implies that 1 E L by the famous "Nullstel­
lensatz" of Hilbert. But we don't need the Nullstellensatz in full general­
ity, because we have an additional piece of information about L, namely 
that (II, h) c L, and hence dim(R/ L) is finite. Using this, and assuming 
that 1 rJ. L in order to prove a contradiction, verify the following assertion. 
(4.3) There is an a E k such that 1 rJ. L + R(x - a). (Idea. The powers of x 
cannot all be linearly indpendent modulo L, so there are constants Ci E k 
and an integer n such that xn + CIXn - 1 + ... + Cn E L. Since k is alge­
braically closed, we can write this as (x - al)(x - a2) ... (x - an) E L with 
suitable ai E k. Show that if 1 E L + R(x - ai) for all i = 1, ... , n, then we 
get a contradiction to the assumption that 1 rJ. L.) 
(4.4) There is abE k such that 1 rJ. L + R(x - a) + R(y - b). (Idea. 
Replace L by L + R( x - a) and x by y and repeat the argument of (4.3).) 
(4.5) Let P = (a, b) and show that g(P) = 0 for all gEL. This contra­
dicts (4.2) and shows that 1 E L. (Idea. Write 

g(x, y) = g(a+ (x-a), b+ (y-b») = g(a, b) +gl(X, y)(x-a)+g2(x, y)(y-b) 

and conclude that g(a,b) E L.) 
Our next job is to describe K, Op, Mp, (II, h)p in terms of homoge­

neous coordinates, so that they make sense also for points P at infinity. 
This will allow us to check that they are invariant under an arbitrary pro­
jective coordinate change in JP'2. To see what to do we put as usual x = 
X/Z, y = Y/Z, and we view R = k[x, y] = k[X/Z, Y/Z] as a subring of the 
field k( X, Y, Z) of rational functions of X, Y, Z. Then K = k( x, y) becomes 
identified with the set of all rational functions ~ = F / G of X, Y, Z which 
are homogeneous of degree 0 in the sense that F and G are homogeneous 
polynomials of the same degree. Indeed, for ¢ E K we have 

f(x, y) zn f(X/Z, Y/Z) F(X, Y, Z) 
¢(x, y) = g(x, y) = zng(X/Z, Y/Z) = G(X, Y, Z) = ~(X, Y, Z), say, 

where F and G are homogeneous of the same degree n = max{ deg f, deg g}. 
On the other hand, if ~ = F / G is a quotient of forms of the same degree, 
then ~(tX, tY, tZ) = ~(X, Y, Z), and 

( ) ( ) F(x,y,l) 
~ X, Y, Z = ~ x, y, 1 = G( ) E K. x,y,l 

If P = [A,B,C] is a point in JP'2 and ~ = F/G E K, we say that ~ is 
defined at P if G(A, B, C) "10, i.e., if P is not on the curve G(X, Y, Z) = O. 



4. Intersection Multiplicities and a Proof of Bezout's Theorem 249 

If <P is defined at P, we put <p(P) = F(A,B,C)/G(A,B,C), this ratio 
being independent of the choice of homogeneous coordinate triple for P. 
Clearly we should put 

Op = {<p E K : <P is defined at p} and Mp = {<p E Op : <p(P) = o}. 

We leave it to the conscientious reader to check the following assertion. 
(5.1) If P = (a,b) = [a,b,l] E Pt.?, then these definitions of Op, of <p(P) 
for <P E Op, and of Mp coincide with our earlier definitions. 

Now let C1 : F1 = ° and C2 : F2 = ° be two curves in ]p>2 without any 
common components. Let /1(x,y) = F1(x,y, 1) and 12(x,y) = F2 (x,y,1) 
be the polynomials defining their affine parts. Define 

(F1' F2)p = {~ E Op : F is of the form F = H1F1 + H2F2 } . 

(Do you see why we cannot just say that (F1' F2)p is the ideal in Op 
generated by F1 and F2?) 
(5.2) Check that if P E A,.2, then (Fl, F2)p = (/1, 12)p is the ideal in Op 
generated by /1 and 12· 

Of course, we now define the intersection multiplicity of C1 and C2 at 
every point P E ]p>2 by 

1(C1 n C2, P) = dim (F1~;2)P 
We know from (5.2) this coincides with our earlier definition for P E A,.2. 
(5.3) Check that the definitions of Op and (Fl, F2)p, and hence also of 
the intersection multiplicity 1(C1 n C2 , P), are independent of our choice of 
homogeneous coordinates in ]p>2, i.e., they are are invariant under a linear 
change of the coordinates X, Y, Z. 

To finally complete our proof of Bezout's theorem, we must show that 
there is a line L in ]p>2 which does not meet C1 n C2 • Then we can take a 
new coordinate system in which L is the line at infinity, and thereby reduce 
to the case already proved. To show that L exists, we use the following: 
(5.4) Prove that, given any finite set S of points in ]p>2, there is a line L not 
meeting S. (Idea. Use that an algebraically closed field k is not finite.) 

Finally, the next result allows us to apply (5.4). 
(5.5) Prove that C1 n C2 is finite. (Idea. Use the fact that for every line L 
which is not a component of either C1 or C2 , we know (by putting L at 
infinity and using part (1) of this proof) that C1 n C2 contains a finite 
number of points not on L.) 

That completes our proof of Bezout's Theorem in all its gory de­
tail. To study more closely the properties of the intersection multiplicity 
1( C1 n C2 , P) at one point P, we can without loss of generality choose co­
ordinates so that P = (0,0) = [0,0,1] is the origin in the affine plane, and 
we can work with affine coordinates x, y. Let R = k[x, y] as before, and let 

M = {J = f(x,y) E R : f(P) = f(O, 0) = O}. 



250 A. Projective Geometry 

(6.1) Prove that M = (x, y) = Rx + Ry and Mp = Opx + Opy. 
It follows that for each n ~ 1, Mn is the ideal in R generated by the 

monomials xn, xn-ly, . .. , xyn-l, yn. Hence every polynomial fER can 
be written uniquely as polynomial of degree at most n plus a remainder 
polynomial r E Mn+1: 

f(x, y) = Coo + ClOX + COlY + ... + CijXiyJ + ... 

(6.2) Prove that every ¢ = f /g E Op can be written uniquely in the 
form (*) with Cij E k and r E M~+1. In other words, the inclusion R c Op 
induces an isomorphism R/Mn+1 ~ Op/M~+1 for every n ~ O. (Idea. We 
must show that Op = R + M~+1 and that R n M~+1 = Mn+1. For the 
first, show that every ¢ E Op can be written in the form ¢ = f /(1 - h) 
with fER and hEM. Hence 

f fhn+1 
¢= -- =f· (l+h+···+hn)+ -- E R+M~+l. 

1-h 1-h 

The second reduces to showing that if gf E M n and g(P) ::I 0, then f E Mn. 
This can be done by considering the terms of lowest degree in 9 and f 
and gf.) 

Now we can already compute some intersection indices to see if our 
definition gives answers which are geometrically reasonable. As a matter 
of notation we introduce the symbol 

for the intersection multiplicity of two curves h = 0 and h = 0 at the 
origin. 
(6.3) Check that the curve y = xn and the x axis intersect with multiplic­
ity n at the origin, i.e., show that I(y - xn,y) = n. (Idea. Note first that 
the ideals (y - xn, y) and (xn, y) are equal, and that this ideal contains Mn. 
Then, using what we know (6.2) about Op/MY" show that 1,x, ... ,xn- 1 

is a basis for the vector space Op/(xn,y)OP. 
(6.4) (Nakayama's Lemma) Suppose J is an ideal of Op contained in a 
finitely generated ideal 4> = (¢b ¢2, ... , ¢m)O p. Suppose some elements 
of J generate 4> modulo Mp4>, i.e., 4> = J + Mp4>. Then J = 4>. (Idea. 
The case 4> = (¢b ¢2)Op is all we need. To prove that case, write 

with jl,h E J and Ct., (3, /, ti E M p . Then use the fact that the determinant 

of the matrix (l~a 1~1i) is non-zero in order to express the ¢'s in terms of 

the is.) 
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(6.5) Suppose that 

II = ax + by + (higher terms), 12 = ex + dy + (higher terms), 

where "higher terms" means elements of M2. Show that the following are 
equivalent. 

(i) The curves II = 0 and 12 = 0 meet transversally at the origin, 
i.e., are smooth with distinct tangent directions there. 

(ii) The determinant ad - be is not equal to zero. 
(iii) (lI,h)p = M p, i.e., I(II, h) = l. 

(Idea. (i) {:=:} (ii) follows directly from the definitions. One way to do 
(ii) ::::} (iii) is to use (6.4) with 1>1 = X, 1>2 = y, and J = (II, h)p. To do 
(iii) ::::} (ii) note that if ad - be = 0, then 

d· ((II,h)p + M~) < 1 
1m M2 -, 

p 

whereas, by (6.2), dim(Mp/MM = 2. 
(6.6) Let f(x, y) E R. Show that I(J(x, y), y) = m, where xm is the highest 
power of x dividing f ( x, 0) . (Idea. Use the fact that the ideal (J (x, y), y) 
is the same as the ideal (J(x,O),y). Then argue as in (6.3).) 
(6.7) Let 0 : F(X, Y, Z) = 0 be a curve in ]p2 that does not contain the 
line Loo : Z = o. Show that for each point Q = [a, b, 0] E Loo , we have 
1(0 n Loo , Q) = m, where (bX - ay)m is the highest power of bX - aY 
dividing F(X, Y, 0). (Idea. Make a suitable coordinate change to reduce 
to (6.6).) 

5. Reduction Modulo p 

Let ]p2(Q) denote the set of rational points in ]p2. We say that a homoge­
neous coordinate triple [A, B, 0] is normalized if A, B, 0 are integers with 
no common factors. Each point P E ]p2(Q) has a normalized coordinate 
triple which is unique up to sign. To obtain it we start with any triple 
of rational coordinates, multiply through by a common denominator, and 
then divide the resulting triple of integers by their greatest common divisor. 
For exampe 

[~, -~, 2] = [12, -10,30] = [6, -5, 15]. 

The other normalized coordinate triple for this point is [-6, 5, -15]. 
Let p be a fixed prime number and for each integer m E Z, let in E IF p = 

Z/pZ denote its residue modulo p. If [I, m, n] is a normalized coordinate 
triple for a point P E ]p2(Q), then the triple [l, in, Ti] defines a point P 
in ]P2(IFp) because at least one of the three numbers I, m, and n is not 
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divisible by p. Since P determines the triple [I, m, nJ up to sign, the point P 
depends only on P, not on the choice of coordinates for P. Thus, P ~ P 
gives a well-defined map 

called for obvious reasons the reduction mod p map. Note that reduction 
mod p does not map A2(Q) into A2(lFp). For example, 

In fact, if P = (a, b) = [a, b, 1] E A2(Q), then its reduction P is in A2(lFp) 
if and only if the rational numbers a and b are "p-integral," i.e., have 
denominators prime to p. 

Let C : F(X, Y, Z) = ° be a rational curve in 1P'2. By rational we 
mean as usual that the coefficients of F are rational numbers. Clearing the 
denominators of the coefficients and then dividing by the greatest common 
divisor of their numerators, we can suppose that the coefficients of F are 
integers with greatest common divisor equal to one. Call such an F normal­
ized. Then F, the polynomial we obtain by reducing the coefficients of F 
modulo p, is non-zero and defines a curve C in characteristic p. If [l, m, n] 
is a normalized coordinate triple and if F(l, m, n) = 0, then F(l, m, ii) = 0, 
because x -+ x is a homomorphism. In other words, if P is a rational point 
on C, then P is a point on C; reduction mod p takes C(Q) and maps it 
into C(lFp). 

If C1 and C2 are two curves, it follows that 

.......--....--

(C1 (Q) n C2(Q)) C C1 (lFp) n C2(lFp). 

Is there some sense in which (C1 n C2 ) = C1 n C2 if we count multiplici­
ties? After all, the degrees of the reduced curves Ci are the same as those 
of the Ci, so by Bezout's theorem the intersection before and after reduc­
tion has the same number of points if we count multiplicities. But Bezout's 
theorem requires that the ground field be algebraically closed, and we don't 
have the machinery to extend our reduction mod p map to that case. How­
ever, if we assume that all of the complex intersection points are rational, 
then everything is okay. We treat only the special case in which one of the 
curves is a line. This case suffices for the application to elliptic curves we 
are after, and it is easy to prove. 

Proposition. Suppose C is a rational curve and L is a rational line 
in 1P'2. Suppose that all of the complex intersection points of C and L 
are rational. Let C n L = {PI. P2 , ••• , Pd }, where d = deg(C) and each 
point Pi is repeated in the list as many times as its multiplicity. Assume 
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that L is not a component of 6. Then 6 n L = {PI, P2 , ••• , Pd } with the 
correct multiplicities. 

PROOF. Suppose first that L is the line at infinity Z = O. Let F(X, Y, Z) = 
o be a normalized equation for C. The assumption that L is not a compo­
nent of 6 means that F(X, Y,O) i- 0, i.e., that some coefficient of F(X, Y, 0) 
is not divisible by p. For each intersection point Pi, let Pi = [li, mi, 0] in 
normalized coordinates. Then 

d 

F(X, Y,O) = c IT(miX -liY) 
i=l 

for some constant c. This is true because the intersection points of a 
curve F = 0 with the line Z = 0 correspond, with the correct multiplicities, 
to the linear factors of F(X, Y,O). Since each of the linear polynomials 
on the right of (*) is normalized and some coefficient of F is not divisible 
by p, we see that c must be an integer not divisible by p. Therefore we can 
reduce (*) modulo p to obtain 

d 

F(X, Y, 0) = c IT (miX -liY), 
i=l 

which shows that 6 n L = {Ft, P2 , ... , Pd } as claimed. 
What if the line L is not the line Z = O? Then we just make a linear 

change of coordinates 

so that L is the line Z' = 0 in the new coordinate system. 
Is that all there is to it? No, we must be careful to make sure our 

change of coordinates is compatible with reduction modulo p. This is not 
true for general linear changes with nij E IQ. However, if we change using 
a matrix (nij) with integer entries and determinant 1, then the inverse ma­
trix (mij) will have integer entries, and the reduced matrices (nij) and (mij) 
are inverses giving a corresponding coordinate change in characteristic p. 
And clearly, if we change coordinates with (nij) and reduce mod p, the re­
sult will be the same as if we first reduce mod p and then change coordinates 
with (nij). 

Thus, to complete our proof we must show that for every rational 
line L in 1P'2 there is an "integral" coordinate change such that in the new 
coordinates L is the line at infinity. To do this, we let 

L : aX + bY + cZ = 0 

be a normalized equation for the line L and use the following result. 
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Lemma. Let (a, b, c) be a triple of integers satisfying gcd(a, b, c) = 1. 
Then there exists a 3 x 3 matrix with integer coefficients, determinant 1, 
and bottom line (a, b, c). 

PROOF. Let d = gcd(b,c), choose integers r and s such that rc - sb = 
d, and note for later use that r and s are necessarily relatively prime. 
Now gcd( a, d) = 1, so we can choose t and u such that td + ua = 1. Finally, 
since gcd(r, s) = 1, we can choose v and w such that vs - wr = u. Then 
the matrix 

has the desired properties. o 

Finally, we apply the proposition to show that the reduction mod p 
map respects the group law on a cubic curve. 

Corollary. Let C be a non-singular rational cubic curve in JlP2 and let ° 
be a rational point on C, which we take as the origin for the group law on C. 
Suppose that C is non-singular and take 0 as the origin for the group law 
on C. Then the reduction mod p map P --+ P is a group homomorphism 
C(Q) --+ C(lFp ). 

PROOF. Let P, Q E C(Q), and let R = P + Q. This means that there are 
lines Ll and L2 and a rational point S E C(Q) such that, in the notation 
of the proposition, 

CnL I = {P,Q,S} and CnL2 = {S,O,R}. 

Putting tildes on everything, as is allowed by the proposition, we conclude 
thatP+Q=R. 0 

EXERCISES 

A.1. Let JlP2 be the set of homogeneous triples [a, b, c] as usual, and recall 
that with this definition a line in JlP2 is defined to be the set of solutions 
of an equation of the form 

aX + /3Y +,Z = 0 

for some numbers a, /3" not all zero. 
(a) Prove directly from this definition that any two distinct points 
in JlP2 are contained in a unique line. 
(b) Similarly, prove that any two distinct lines in JlP2 intersect in a 
unique point. 
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A.2. Let K be a field, for example K might be the rational numbers or 
the real numbers or a finite field. Define a relation '" on (n + 1)­
tuples [aO,al,." ,an] of elements of K by the following rule: 

lao, aI, ... ,an] '" [a~, a~, ... ,a~] if there is a non-zero t E K 

so that ao = ta~, al = ta~, ... ,an = ta~. 
(a) Prove that", is an equivalence relation. That is, prove that for 
any (n + I)-tuples a = lao, al,"" an], b = lbo, bl , .. ·, bn], and c = 
[eo, Cr, ... ,Cn ], the relation rv satisfies the following three conditions: 

(i) a rv a (Reflexive) 
(ii) a rv b ==} b rv a (Symmetric) 
(iii) a rv band b rv c ==} a rv C (Transitive) 

(b) Which of these properties (i), (ii), (iii) fails to be true if K is 
replaced by a ring R that is not a field? (There are several answers 
to this question, depending on what the ring R looks like.) 

A.3. We saw in Section 1 that the directions in the affine plane Pt.? corre­
spond to the points of the projective line ]p'l. In other words, ]p'l can 
be described as the set of lines in A 2 going through the origin. 
(a) Prove similarly that ]p'2 can be described as the set of lines in A3 
going through the origin. 
(b) Let II c A 3 be a plane in A 3 that goes through the origin, and 
let Sn be the collection of lines in A 3 going through the origin and 
contained in II. From (a), Sn defines a subset Ln of]p'2. Prove that Ln 
is a line in ]p'2, and conversely that every line in ]p'2 can be constructed 
in this way. 
(c) Generalize (a) by showing that ]p'n can be described as the set of 
lines in An+l going through the origin. 

A.4. Let F(X, Y, Z) E IC[X, Y, Z] be a homogeneous polynomial of degree d. 
(a) Prove that the three partial derivatives of F are homogeneous 
polynomials of degree d - 1. 
(b) Prove that 

aF aF aF 
X ax + Y ay + Z az = d· F(X, Y, Z). 

(Hint. Differentiate F(tX, tY, tZ) = td F(X, Y, Z) with respect to t.) 

A.5. Let C : F(X, Y, Z) = 0 be a projective curve given by a homogeneous 
polynomial F E qx, Y, Z], and let P E ]p'2 be a point. 
(a) Prove that P is a singular point of C if and only if 

aF (P) = aF (P) = aF (P) = 0 
ax ay az . 

(b) If P is a non-singular point of C, prove that the tangent line to C 
at P is given by the equation 

aF aF aF 
ax (P)X + ay (P)Y + az (P)Z = o. 
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A.6. Let C be the projective curve given by the equation 

C : y2 Z - X 3 - Z3 = O. 

A.7. 

A.S. 

(a) Show that C has only one point at infinity, namely the point 
[0,1, OJ corresponding to the vertical direction x = O. 
(b) Let Co : y2 -x3 -1 = 0 be the affine part of C, and let (ri' Si) be a 
sequence of point on Co with r i -+ 00. Let Li be the tangent line to Co 
at the point (ri' silo Prove that as i -+ 00, the slopes of the lines Li 
approach infinity, Le., they approach the slope of the line x = o. 
Let !(x, y) be a polynomial. 
(a) Expand !(tx, ty) as a polynomial in t whose coefficients are poly­
nomials in x and y. Prove that the degree of !(tx, ty), considered as 
a polynomial in the variable t, is equal to the degree of the polyno­
mial !(x, y). 
(b) Prove that the homogenization F(X, Y, Z) of !(x, y) is given by 

d (X Y) F(X,Y,Z) = Z! Z' Z ' where d = deg(f). 

For each of the given affine curves Co, find a projective curve C whose 
affine part is Co. Then find all of the points at infinity on the projec­
tive curve C. 
(a) Co: 3x - 7y + 5 = o. 
(b) Co : x 2 + xy - 2y2 + X - 5y + 7 = o. 
(c) Co : x3 + x2y - 3xy2 - 3y3 + 2x2 - X + 5 = o. 

A.9. For each of the following curves" C and points P, either find the tangent 
line to C at P or else verify that C is singular at P. 

(a) C : y2 = x3 - x, P = (1,0). 
(b) C: X2 + y2 = Z2, P = [3,4,5j. 
(c) C:x2+y4+2xy+2x+2y+l=O, P=(-I,O). 
(d) C:X3+y3+Z3=XYZ, P=[l,-l,Oj. 

A.lO. (a) Prove that a projective transformation of Jl»2 sends lines to lines. 
(b) More generally, prove that a projective transformation of Jl»2 sends 
curves of degree d to curves of degree d. 

A.l1.Let P,P1 ,P2,P3 be points in Jl»2 and let L be a line in Jl»2. 
(a) If PI, P2 , and P3 do not lie on a line, prove that there is a 
projective transformation of Jl»2 so that 

PI 1---+ [0,0, 1j, P2 1---+ [0,1, OJ, P31---+ [1,0, OJ. 

(b) If no three of PI, P2, P3 and P lie on a line, prove that there 
is a unique projective transformation as in (a) which also sends P 
to [l,l,lj. 
(c) Prove that there is a projective transformation of Jl»2 so that L is 
sent to the line Z' = o. 
(d) More generally, if P does not lie on L, prove that there is a 
projective transformation of Jl»2 so that L is sent to the line Z' = 0 
and P is sent to the point [0,0, 1j. 
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A.12.For each of the pairs of curves Cb C2 , find all of the points in the inter­
section C1 n C2 • Be sure to include points with complex coordinates 
and points at infinity. 

(a) C1 :x-y=0, C2 : x 2 - y = 0. 
(b) C1 :x-y-1=0, 
(c) C1 :x-y-1=0, 
(d) C1 :x-2=0, 

C2 : x2 - y2 + 2 = 0. 
C2 : x2 - 2y2 - 5 = 0. 
C2 : y2 - x 3 + 2x = 0. 

A.13.For each of the pairs of curves C1 , C2 , compute the intersection in­
dex 1(C1 n C2 , P) at the indicated point P. Also sketch the curves 
and the point in 1R2 . 

(a) C1 : x - y = 0, 
(b) C1 : Y = 0, 
(c) C1 :x-y=0, 
(d) C1 : x 2 - y = 0, 
(e) C1 :x+y=2, 

C2 : x 2 - y = 0, 
C2 : x 2 - y = 0, 
C2 : x3 - y2 = 0, 
C2 : x 3 - y = 0, 
C2 : x 2 + y2 = 2, 

A.14.Let C(d) be the collection of curves of degree d in jp>2. 

P = (0,0). 
P = (0,0). 
P = (0,0). 
P = (0,0). 
P = (1,1). 

(a) Show that C(d) is naturally isomorphic to the projective space jp>N 

for a certain value of N, and find N explicitly in terms of d. 
(b) In Section 3 we gave a plausibility arguement for why the Cayley­
Bacharach theorem is true for curves of degree 3. Give a similar 
argument for general curves C 1 , C2 , and D of degrees db d2 , and d1 + 
d2 - 3 respectively. 

A.15.Let P E A2. In this exercise we ask you to verify various properties 
of Op, the local ring of P, as defined in Section 4. 
(a) Prove that Op is a subring of K = k(x, y). 
(b) Prove that the map ¢ I-t ¢(P) is a homomorphism of Op onto k. 
Let M p be the kernel of this homomorphism. 
(c) Prove that Op equals the direct sum k + Mp. 
(d) Prove that ¢ E Op is a unit if and only if ¢ tt Mp. 
(e) Let 1 C Op be an ideal of Op. Prove that either 1 = Op, or 
else 1 C Mp. Deduce that Mp is the unique maximal ideal of Op. 

A.16.Let P1 , P2 , P3 , P4 , P5 be five distinct point in jp>2. 

(a) Show that there exists a conic C (i.e., a curve of degree two) 
passing through the five points. 
(b) Show that C is unique if and only if no four of the five points lie 
on a line. 
(c) Show that C is irreducible if and only if no three of the five points 
lie on a line. 

A.17.In this exercise we guide you in proving the cubic Cayley-Bacharach 
theorem in the case that the eight points are distinct. Let C1 : F1 = ° 
and C2 : F2 = ° be cubic curves in jp>2 without common component 
which have eight distinct points P1 , P2 , ... ,Ps in common. Suppose 
that C3 : F3 = ° is a third cubic curve passing through these same 
eight points. Prove that C3 is on the "line of cubics" joining C1 
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and C2, i.e., prove that there are constants Al and A2 such that 

In order to prove this result, assume that no such AI, >'2 exist and 
derive a contradiction as follows: 
(i) Show that Fl , F2, and F3 are linearly independent. 
(ii) Let pI and P" be any two points in lP'2 different from each other 
and different from the Pi. Show that there is a cubic curve C pass­
ing through all ten points PI, ... , P8 , pI, P". (Hint. Show that there 
exist constants AI, A2, A3 such that F = AlFl + >'2F2 + >'3F3 is not 
identically 0 and such that the curve F = 0 does the job.) 
(iii) Show that no four of the eight points Pi are collinear, and no 
seven of them lie on a conic. (Hint. Use the fact that Cl and C2 have 
no common component.) 
(iv) Use the previous exercise to observe that there is a unique conic Q 
going through any five of the eight points PI, ... , P8 . 

(v) Show that no three of the eight points Pi are collinear. (Hint. 
If three are on a line L, let Q be the unique conic going through the 
other five, choose pIon Land P" not on Q. Then use (ii) to get a 
cubic C which has L as a component, so is of the form C = L U Q' 
for some conic Q'. This contradicts the fact that Q is unique.) 
(vi) To get the final contradiction, let Q be the conic through the 
five points PI, P2 , ... , P5 • By (iii), at least one (in fact two) of the 
remaining three points is not on Q. Call it P6 , and let L be the line 
joining P7 and P8 . Choose pI and P" on L so that again the cubic C 
through the ten points has L as a component. Show that this gives a 
contradiction. 

A.I8.Show that if 0 1 and O2 are both singular at the point P, then their 
intersection index satisfies 1(01 n O2 , P) ~ 3. 

A.I9.Consider the affine curve 0 : y4 - xy - x 3 = O. Show that at the 
origin (x, y) = (0,0), 0 meets the y axis four times, 0 meets the x 
axis three times, and 0 meets every other line through the origin 
twice. 

A.20. Show that the separation of real conics into hyperbolas, parabolas, 
and ellipses is an affine business and has no meaning projectively, by 
giving an example of a quadratic homogeneous polynomial F(X, Y, Z) 
with real coefficients such that 

F(x, y, 1) = 0 is a hyperbola in the real (x, y) plane, 

F(x, 1, z) = 0 is a parabola in the real (x, z) plane, 

F(I, y, z) = 0 is an ellipse in the real (y, z) plane. 
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of an abelian group, 215 

Auxiliary polynomial, 175 
construction of, 156, 157-165 
does not vanish, 157, 168-171 
is small, 157, 165-168 
lower bound, 173 
of many variables, 175 
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Auxiliary polynomial (continued) 
Taylor series, 166 
upper bound, 173 

Auxiliary Polynomial Theorem, 
162, 165, 167, 168, 170, 172 

not best possible, 165 

Bachet's duplication formula, 6 
Bachet's equation, 1,3,4 
Baker, A., 6, 147, 176 
Base 2 expansion, 126 
Basis 

for C[n], 211 
for a lattice, 211 
for an R module, 194 
of a lattice, 204 

Bezout's theorem, 16, 237, 242 
reduction modulo p, 252 

Billing, G., 57 
Binary expansion, 126, 127, 134 
Binomial coefficient, 160 
Binomial formula, 162 
Birational equivalence, 22 
Birational transformation, is a ho-

momorphism, 35 

C(p), has no points of finite order, 
55 

C(PV) is a subgroup, 54 
Calculus, 3, 13 

differential, 230 
Canonical height, 103 

of point of finite order, 103 
Cauchy sequence, 103 
Cayley-Bacharach theorem, 240, 

242, 257 
cubic,240 

Change-of-basis matrix, 208, 209 
Change of coordinates, in ]p>2, 232 

See Also Projective transfor­
mation 

Chemistry, 196 
Ciphers, 126 
Circle, 10, 225, 236 

group of rotations, 42 

rational points on, 33 
unit, 182 

Circle group, 150 
Class field theory, 183, 185 

Index 

CM, See Complex multiplication 
Coates, J., 6 
Collinear points, 101, 105 
Common components, 237 
Commutative group, 18, 65, 107 
Commutative ring, 215 
Compact, 42 
Completing the square, 232 
Complex analysis, 184, 208 
Complex conjugate, 119 
Complex conjugation, 207, 216, 

217 
Complex multiplication, 120, 199, 

200, 204, 205, 216 
example, 201, 218 
matrix is not scalar, 206 
origin of terminology, 204 

Complex numbers, multiplicative 
group, 42 

Complex points 
of finite order, 45 
on a cubic curve, 42, 78 

Components 
common, 237 
irreducible, 237 

Composite number, 125 
Composition law on a cubic, 15 

See also Group law on a cubic 
has no identity, 34 
is commutative, 34 
is not associative, 34 

Compositum of fields, 206, 215 
Congruence subgroup, 141 
Congruences 

used to prove no solutions, 14, 
94, 97 

Conic, 9, 106, 233 
See also Circle, ellipse, para­
bola, hyperbola 

going through five points, 238 
hexagon inscribed in, 240 
integer points, 146 
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intersection with a line, 32, 233 
number of points in IF P' 109 
number of points mod p, 138 
Pascal's theorem, 240 
rational, 9 
rational points, 5, 33 
real, 258 
smooth, 240 

Connected group, 42 
Continued fraction method, 8 
Continuous function, 75 
Continuous map, 81, 86 
Conveyance (taxicab), 147 
Coset representatives, 88 
Cosine, 13 
Cube root, 112, 152 

minimal polynomial, 171 
of one, 118 
of two, 163 
rational approximation, 153, 171 

Cubes, sum of two, 147 
Cubic Cayley-Bacharach theorem, 

240 
Cubic curve, 5, 238 

See also Elliptic curve; Group 
law on a cubic curve; Rational 
points on a cubic curve 

adding points, 6 
algebraic points, 185 
as a congruence, 120 
Cayley-Bacharach theorem, 240 
collection of all in p2, 238 
complex points, 42-45 , 78 
composition law, 15, 34 
congruences not enough, 17 
degenerate, 20 
explicit formula for addition law, 

103 
F-valued points, 45 
finite field points, 46, 59 
general, 15 
geometry, 15 
going through eight points, 16, 

240 
group law, 7, 18, 99 

269 

group of rational points 
See Group of rational points 
on a cubic curve 

has genus 1, 110 
height of a point, 64 
height of 0, 64 
homogeneous equation, 28 
inflection point, 21 
integer points, 6, 36, 48, 145, 

152, 179 
intersection of three, 238, 239 
intersection of two, 238 
intersection with a line, 3, 6, 15, 

99 
is determined by homogeneous 

1O-tuple, 239 
is determined by nine points, 

239 
non-singular, 22, 26, 121, 145, 

179 
number of points modulo p, 120, 

132, 140, 142 
number of real components, 25 
over finite fields, 107-144 
point at infinity, 28, 35, 99, 146, 

256 
point at infinity is non-singular, 

36 
points of finite order, 142 
points with p in denominator, 50 
quotient by a finite subgroup, 79 
rational, 15 
rational points, 6, 42 
real points, 41-43 
reduction modulo p, 121, 143 
set going through n given points, 

239 
set going through a given point, 

239 
singular, 26 

See also Singular cubic curve 
tangent line, 16, 18 
Weierstrass form, 22 
with integer coefficients, 145 

Cubic equation, 15 
Cubic Gauss sums, 114 
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Cubic Gauss sums (continued) 
are real, 119 
Kummer's conjecture, 119 

Cubic polynomial, 5 
discriminant of, 59 

Cubic residues, 112 
Curve, 225 

See also Affine curve; Projec­
tive curve 

algebraic, 5 
intersection with a line, 6 
irreducible, 109, 237 
irreducible components of, 237 
non-singular, 109, 231 
non-singular point, 231, 255 
number of points over IF p, 109 
of genus g, 109 
of genus 1, 110 
rational, 229 
singular point, 231, 255, 256 

Curves over finite fields, Riemann 
hypothesis, 110 

Cusp, 26, 100, 231 
Cyclic group, 61, 89, 108 

C(pV) is a, 54 
automorphisms of, 215 
direct sum of, 215 
endomorphisms of, 215 
multiplicative group of a finite 

field, 111 
Cyclotomic field, 182, 188, 196 

abelian Galois group, 182 
is Galois, 182 
quadratic subfield, 183, 213 
subfields of, 183, 211 

Cyclotomic representation, 197 

Davis, M., 4 
Defined at P, 245, 249 
Degenerate cubic curve, 20 
Degree 

of a homogeneous polynomial, 
225 

of a projective curve, 225 
of an inhomogeneous polyno­

mial,228 

Index 

Dehomogenization, 226, 228 
with respect to any variable, 229 

Deligne, P., 110 
Denominator, bounded, 155 
Derivative 

of a holomorphic function, 203 
preserving integer coefficients, 

161 
Descartes, 3 
Descent theorem, 65, 67 
Determinant, 195, 215 
Differential calculus, 230 
Differential equation, 44 
Diophantine approximation, 152 

theory of, 153 
Diophantine Approximation Theo-

rem, 153, 171, 174, 175, 179 
effective version, 176 
lack of effectivity, 175 
motivation for proof, 154 

Diophantine equations, 1 
beautiful and elegant, 7 
factorization method, 181 
one variable, 4 
two variables, 4 

Diophantine inequality, 157 
Diophantus of Alexandria, 1 
Direct sum, 89 
Direction, of a line, 222, 223 
Dirichlet, L., 178 
Discrete set, in te, 203 
Discriminant, 47, 62, 76, 83, 116, 

121, 123 
of a cubic, 117 
of a polynomial, 60, 213 

Disquisitiones Arithmeticae of 
Gauss, 110 

Division polynomial, 214 
Doubly periodic function, 44, 59 
Duplication formula, 31, 35, 37, 39, 

57, 61, 72, 186, 190, 200 
of Bachet, 2, 3, 6 

Duplication map, 76 
Dyson, 175 

Effectivity, 175 
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Eichler, M., 140 
Elementary particles, 134 
Elements of finite order, 89 
Ellipse, 25, 225, 258 

arc length, 35 
Pascal's theorem, 240 

Elliptic curve, 5, 25, 176 
See also Cubic curve 

K rational points, 185 
action of Galois group, 186, 213 
adding points, 28 
addition law, explicit formula, 80 
algebraic points, 185 
calculating the rank, 93 
canonical height, 103 
complex multiplication, 120, 200, 

204 
complex multiplication example, 

201, 218 
complex points, 78, 180, 185, 

202, 212, 216, 217 
discriminant, 186 
division polynomial, 214 
duplication formula, 31 
endomorphism, 200 
explicit formula for group law, 

53, 103, 108, 122, 134 
factorization algorithm of 

Lenstra, 133 
finite field points, 59 
formula for the rank, 91 
formula to add points, 31 
Galois representation 

See Galois representation Pn 
group of points over a finite 

field, 139 
has genus 1, 110 
height of a point, 64 
height of a sum, 103 
height of mP, 103 
height of 0, 64 
homomorphism, 77 

See also Endomorphism; 
Isogeny 

is not an ellipse, 5 
isogeny, 200 

271 

multiplication-by-n map, 188, 
207 

negative of a point, 29 
non-singular, 121 
number of points modulo p, 110, 

120, 132, 140, 142 
over a finite field, 107-144 
points of finite order, 38, 

121-125, 142, 180 
See also Points of finite order 

points of infinite order, 38 
points of order n, 188, 214 
points of order two, 90 
points of order three, 37, 58 
points with p in denominator, 50 
practical applications, 7 
quotient by a finite subgroup, 79 
rank, 89 
rank fifteen, 98 
rational points, image of a ho­

momorphism, 83 
real points, 58, 185 
reduction modulo p, 120, 121, 

143,254 
singular 

See Singular cubic curve 
with complex multiplication, 199 
without complex multiplication, 

199 
zero element, 28 

Elliptic curve algorithm, 133 
Elliptic functions, 43, 78 
Endomorphism, 200, 201, 204, 205 

See also Complex multiplica­
tion; Isogeny 

addition of, 215 
algebraic, 200, 217 
associated complex number, 203, 

204,217 
commutes with Galois group, 

205 
composition of, 202, 215 
holomorphic map, 202 
kernel of, 218 
matrix associated to, 206, 211 
multiplication-by-n, 200 
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Endomorphism (continued) 
mysterious, 202 
ring of, 202 
sum of, 202 

Endomorphism ring 
of a lattice, 217 
of an abelian group, 215 
of an elliptic curve, 217 

Entire function, 184 
Equations, 

Diophantine, 1 
polynomial, 1 

Equivalence relation, on homoge-
neous coordinates, 255 

Error term, 109 
Espionage, 8 
Euclidean algorithm, 128, 129, 131, 

143 
revised version, 144 

Euclidean plane, 222 
See also Affine plane 

Euclidean ring, 73 
Euler, 2 
Explicit formula, addition law on a 

cubic, 70 
Extension field 

See also Field extension 
abelian, 180 
degree of, 180, 183 
Galois, 183 
of Q, 180 
of Q(i), 205 
of Q( H), 218 
ofQ(vi=3),218 

Factorization method, 152, 154, 
181 

to find integer points, 148 
Factorization of integers, 7, 125 

See also Lenstra's algorthm; 
Pollard's algorithm 

Faltings, G., 175 
Fermat, P., 1 
Fermat cubic, 15 

over IFp, 110 
Fermat curve, 230 

Index 

Fermat's challenge problem, 2 
Fermat's equation, 3, 4, 139, 181, 

220 
homogeneous form, 220, 230 
of degree 4, 96 

Fermat's Last "Theorem," 1, 15, 
68, 230 

Fermat's Little Theorem, 97, 129, 
135, 144 

Fermat's method of infinite de­
scent, 67 

Field extension 
See also Extension field 

compositum, 206, 215 
Galois, 180 
generated by points of finite or­

der,189 
generated by points of order 

two, 216 
generated by points of order 

three, 191, 218 
generated by points of order 

four, 192 
generated by points of order n, 

189, 193, 196, 199, 205, 215, 
218 

generated by special values of 
functions, 185, 212 

infinite degree, 190 
splitting field, 181 

Field homomorphism, 180 
Field of definition of e[n], 193, 

205, 215, 218 
Field of integers modulo p, 107 
Field 

See also Extension field 
algebraically close, 242 
automorphism, 180 
cyclotomic, 182 
quadratic imaginary, 185 

Finite field, 46, 59, 107, 230 
cube root, 112 
cube roots of 1, 118 
cubic residues, 112 
multiplicative group, 111, 139 

Finite group, 85 
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representation theory of, 196 
Finite index, 85, 87, 104 
Finite order, 38 
Finitely generated abelian group, 

22,65,90 
fundamental theorem, 89 
rank, 89 

Finiteness property of height, 63, 
64 

Five points, determine a conic, 238 
Formal power series, 140 
Four Group, 39, 96 
Fourth power free, 142 
Function 

doubly periodic, 44, 59 
entire, 184 
even, 59 
holomorphic, 141, 184 
meromorphic, 43, 59 

Fundamental Theorem 
of arithmetic, 7, 125, 126 
of Galois theory, 183 
on abelian groups, 89 

Galois extension, 186 
Galois group, 181 

abelian, 182 
abelian over Q(i), 218 
abelian over quadratic field, 191 
action on C(K), 186, 213 
action on points is a homomor-

phism, 193 
acts on points, 186 
commutes with endomorphism, 

205 
complex conjugation in, 207, 217 
non-abelian, 191, 217 
of cyclotomic field, 182 
over Q(i), 205 
over Q(H), 218 
over Q(v'=3), 218 

Galois representation (Pn), 196, 
206, 210, 216 

cyclotomic, 197 
examples, 197, 216 
is one-to-one, 196, 211 

is "usually almost" onto, 199 
need not be onto, 197 
Serre's theorem, 199 
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Galois representation theorem, 211 
Galois theory, 180 

fundamental theorem, 183 
Gauss sum 

cubic,114 
is real, 119 
Kummer's conjecture, 119 
quadratic, 139, 184 

Gauss, K.F., 110 
Gauss' lemma, 4, 170 
Gauss' theorem, 111 
Gcd 

See Greatest common divisor 
Gelfond, 175 
General linear group (GLr ), 195, 

215,216 
abelian subgroup, 208 
is non-abelian, 199 

Generators, 89 
Genus, 109 

of Fermat equation, 139 
one 111 

Geometric intuition, 230 
Geometry, 88, 119 
Goldstine, 119 
Greatest common divisor, 128, 129, 

143, 144 
Greek,182 
Group action, 213 
Group law on a cubic curve, 18, 

81,88 
See also Composition law on a 
cubic 

adding points, 28 
associative law, 19, 32 
birational map is a homomor-

phism,35 
explicit formula, 28, 31, 53, 80, 

99, 108, 122, 103, 134, 146 
homomorphism, 77 
negative of a point, 18, 29 
points of finite order, 38 

See also Points of finite order 
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Group law on a cubic curve (con­
tinued) 

points of infinite order, 38 
preserved by birational transfor­

mat ions , 25 
zero element, 18 

Group of automorphisms 
See Automorphism group 

Group of rational points on a cubic 
curve 
See also Mordell's theorem 

finitely generated, 22, 147 
formula for the rank, 91 
is finitely generated, 65 
on singular cubic curve, 100 
over a finite field, 139 
points of finite order, 121-125 
rank, 89, 151 
rank fifteen, 98 

Group of rotations, 42 
Group of units in Z/nZ, 182 
Group theory, 91 
Group 

abelian, 41, 181 
cyclic, 215 
finitely generated, 22, 102 
Galois, 181 
not finitely generated, 102, 106 
of invertible matrices, 195 
of non-zero complex numbers, 

188 
symmetric, 195 

Half angle formula, 13 
Hardy, 147 
Hasse, H., 109, 110 
Hasse-Weil theorem, 109, 111, 120, 

133, 139 
Hasse's theorem, 15, 17 
Heath-Brown, D.R.~ 119 
Height, 63 

canonical, 103 
finiteness property, 63, 64 
logarithmic, 64 
of 2P, 64, , 71-75, 178 
of mP, 103 

of 0, 64 
of P + Po, 64, 68-71 
of a rational number, 63 
of a sum of points, 103 

Index 

of points on cubic curves, 64, 69 
of quotient of polynomials, 72 
of rational numbers, 102 
point with large, 98 

Hensel's lemma, 33 
Highbrow point of view, 79 
Hilbert, D., 248 
Hilbert's Nullstellensatz, 248 
Holomorphic function, 184, 203 
Holomorphic map, 202 

is open, 203 
Homogeneous coordinates, 186, 

220,221, 255 
normalized, 251 

Homogeneous equation, 28, 36 
Homogeneous function of degree 0, 

248 
Homogeneous polynomial, 108, 

225, 228, 255 
cubic, 238 
dehomogenization of, 226, 228, 

229 
of degree d, 225 

Homogenization, 228, 256 
Homomorphic function, 141 
Homomorphism, 122, 134 

defined by rational functions 
See Isogeny 

from C to C, 79 
from r to Q* /Q*2, 85 
nth power, 188 
of abelian groups, 87 
of cubic curves, is continuous, 81 
of elliptic curves, 77 
of fields, 180 
one-to-one, 196 

Hyperbola, 227, 258 
asymptotes, 228 
Pascal's theorem, 240 

Hypotenuse, 33 

Ideal class group, 76 
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Ideal class group method, 8 
Image 

of Ct, 85, 91 
of 'IjJ, 85, 91 
of the group of rational points, 

83 
Imaginary quadratic field, 185 
Index of 'IjJ(f) inside r, 86 
Infinite order, 38 
Infinite product, 140 
Infinity, points at, 221, 223 
Inflection point, 21, 41 
Inhomogeneous polynomial 

degree of, 228, 256 
homogenization of, 228, 256 

Integer 
additive group of, 89 
factorization into primes, 7, 125 
none between zero and one, 154, 

156, 173 
Integer points, 48 

arbitrarily many, 150, 178 
bounded by rank, 151 
effective bounds, 176 
factorization method, 148, 152, 

177, 178 
finitely many, 146, 152 
linearly independent, 151 
number of, 149, 177 
on an affine curve, 230 
on a projective curve, 230 
on degree d curves, 179 
on quadratic curves, 177 
points of finite order, 55 
primitive, 178 
reduction modulo p, 121 
size of, 149, 177 

Integer solutions 
to degree d equations, 179 
to quadratic equations, 177 
to systems of linear equations, 

157 
Integers modulo n, multiplicative 

inverses, 135, 144 
Integral, 13, 25, 33 
Intersection 
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Bezout's Theorem, 237 
Cayley-Bacharach theorem, 240 
index 

See Intersection index 
may include points at infinity, 

234, 244, 257 
may require complex coordi­

nates, 234, 257 
multiplicity of, 236, 240, 243, 

246 
of a line and a conic, 9, 32, 233, 

257 
of a line and a cubic, 15, 81, 86 
of a line and a curve, 6, 244 
of a line and a singular curve, 

236 
of projective curves, 233, 237, 

242,257 
See also Bezout's theorem 

of two cubics, 16, 33 
of two lines, 9 
of two rational lines, 32 
tangential, 236 
transversal, 237, 238, 251 
with common components, 237 

Intersection index, 16, 237, 240, 
243, 246, 249, 257 

invariant under projective trans-
formation, 243, 249 

is finite, 246 
of singular curves, 258 
properties of, 237, 243, 249-251 

Intersection multiplicity 
See Intersection index 

Invertible matrix, 195, 210, 215 
Irreducible components, 237 
Irreducible curve, 109 
Irreducible polynomial, 237 
Isogeny, 200, 201 

See also Endomorphism 
between different elliptic curves, 

200 
Isomorphism, 82 
Isomorphism theorems, 91 

J ugendtraum, 185, 211 
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Kernel, 79, 143 
of a, 85, 91 
of </J, 78 
of multiplication-by-n map, 188 
of nth_power homomorphism, 

188 
Kronecker's Jugendtraum, 185, 211 

for Q, 185 
for Q(i), 211 

Kronecker-Weber theorem, 183, 
211 

for quadratic fields, 183, 213 
Kummer, E.E., 119, 182 
Kyklos, 182 

Lang, S., 151 
Lang's conjecture, 151 
Latin, 110 
Lattice, 43, 45, 189, 202, 211, 217 
LCM; 

See Least common multiple 
Least common multiple, 132, 133, 

136, 144 
Legendre's theorem, 15 
Lenstra's elliptic curve algorithm, 

8, 132, 133, 135, 136, 144 
Lie group, 42 
Line 

at infinity, 223, 224, 229 
determined by two points, 222, 

223,254 
direction of, 222, 223 
in JP>2, 222, 224, 254, 255 
integer points, 5, 146 
intersection with a conic, 233, 

257 
number of points in IF P' 109 
parallel, 222 
point at infinity, 226 
rational, 9 
rational points, 5 
through the origin, 223 

Linear algebra, 163, 194, 206, 209, 
244 

Linear equations, 9 
homogeneous, 158 

Index 

integer solutions, 146 
with integer coefficients, 157 

Linear polynomial, 5 
Linear transformation, 194 

See also Projective transfor­
mation 

Liouville, 175 
Local ring, 61, 246 

of P, 245, 249, 257 
Localization, 208 
Logarithm function, 127 
Long journey, 87 

Magic, 78, 117 
Mahler, K., 57 
MANIAC computer, 119 
Matijasevic, Yu., 4 
Matrix 

change-of-basis, 208, 209 
invertible, 195, 210, 215 
multiplication, 159 
non-scalar, 208 
product, 194 
rational normal form, 208 
scalar, 206 
with coefficients in a ring, 215 

Maximal ideal, 61 
of a local ring, 246 

Mazur's theorem, 57 
Meromorphic function, 185, 212, 

213 
Mestre, J.F., 98 
Minimal polynomial, 156, 218 

of a cube root, 171 
Miraculous fact, 85 
Modular form, 120, 141 
Module over a ring, 194 
Mordell, L.J., 1, 6 
Mordell's theorem, 6, 16, 22, 63, 

83-88, 89, 121, 147 
calculating generators, 93 
curves with point of order two, 

88 
examples, 94-98 
lack of guaranteed procedure, 88 

Mordell-Weil theorem, 99, 102 
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Multiplication-by-n map, 65, 188, 
207 

formula, 190, 199, 214 
is defined by rational function, 

200,214 
polynomials, 214 

Multiplication-by-2 map, 77, 80, 82 
Multiplicative group 

of a field, finite subgroup is 
cyclic, 111 

of a finite field, 132, 139 
of a finite field is cyclic, 111 
of complex numbers, 42 
of Q, 100 
of Q*, 106 
of rational numbers, 85 

Multiplicative inverse modulo n, 
135, 144 

Multiplicity of a point, 
See Intersection index 

N agell-Lutz theorem, 47, 56, 62, 
95, 121, 122, 124, 125, 145, 
149, 186, 208 
See also Reduction modulo p 
theorem 

for curves with point of order 2, 
104 

not "if and only if," 47, 56 
strong form, 56, 62 

Nakayama's lemma, 250 
Nine points, determine a cubic 

curve, 239 
Non-abelian group 

Galois, 191, 217 
general linear group, 199 

Non-singular 
cubic curve, 26, 88, 107, 121, 145 
curve, 109, 231 
point, 231, 255 

Non-Vanishing Theorem, 168, 171, 
172, 175 

Normalized homogeneous triple, 
251 

Nullstellensatz, 248 
Number field, 180 
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Galois, 181 
Numerator, bounded, 155 

One-to-one homomorphism, 85 
Order of a rational number, 49, 60 

p-adic absolute value, 60 
p-adic numbers, 15,33, 50 
p-adic topology, 50, 60 
p - 1 method, 8 
p function, 43, 59, 212 
Parabola, 258 
Parallelogram, 78 
Pascal's theorem, 241 
Patterson, S.J., 119 
Pell's equation, 147, 177 
Perfect power, 135 
Perfect square, 83 
Period parallelogram, 44, 78 
Periods, 43 
Physics, 196 
Pigeonhole principle, 159 
Poincare, H., 6 
Points 

at infinity, 
See Points at infinity 

collinear, 10 1, 105 
five determine a conic, 238 
nine determine a cubic curve, 

239 
non-singular, 231, 255 
of finite order 

See Points of finite order 
of order-

See Points of order -
rational, 9 
singular, 231, 255, 256 
two determine a line, 222, 223, 

238, 254 
Points at infinity, 28, 36, 99, 108, 

146, 221, 223, 224 
are limiting tangent directions, 

226, 227, 256 
on a curve, 226, 256 
on a line, 226 
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Points at infinity (continued) 
on intersection of curves, 234, 

257 
rational, 230 

Points of finite order, 38, 95, 104, 
121-125 142, 180 

action of Galois group, 186 
canonical height, 103 
complex, 45 
examples, 62 
finite field points, 46 
generates field extension, 189 
have algebraic coordinates, 189 
have integer coordinates, 49, 55, 

145 
in an abelian group, 58 
Mazur's theorem, 57 
Nagell-Lutz theorem, 56 
real points, 42 
reduction modulo p, 122 

Points of infinite order, 57 
Points of order four, 57, 95, 192 
Points of order five, 186 
Points of order n, 212 

basis for, 193 
field generated by, 189, 193, 196, 

199, 205, 215, 218 
group structure, 188, 214 
number of, 214 

Points of order three, 37, 39-43, 
58, 118, 191, 218 

are inflection points, 41 
real points, 43 

Points of order two, 38-39, 76, 90, 
92, 93, 104, 124, 190, 207, 216 

Pollard's algorithm, 129, 132, 144 
Polynomial 

See also Homogeneous polyno­
mial 

cubic, 59 
defining a homomorphism, 213 
degree of, 228 
irreducible, 237 
multiple roots of, 236 
of degree one, 5 
of degree three, 5 

of degree two, 5 
of two variables, 156 
quadratic, 59 
splitting field of, 181 

Polynomial equations, 1 
complex solutions, 229 

Index 

with integer coefficients, 229 
Polynomial ring, unique factoriza­

tion, 237, 242 
Power series, 203 

formal, 140 
Powers of two, 126 
Prime divisors, 85 
Prime factorization, 7, 85 
Prime number, 125 
Prime number theorem, 120 
Primitive nth root of unity, 182, 

213 
Primitive right triangle, 12, 33 
Projection 

of a circle on a line, 10, 33 
of a conic on a line, 10 
of a singular cubic on a line, 27 

Projection argument, 14 
Projective curve, 225 

See also Affine curve 
affine part of, 226-228, 256 
Bezout's Theorem, 237, 242 
Cayley-Bacharach theorem, 240 
coefficients of defining polynomi-

als, 230 
collection of all of degree d, 257 
degree of, 225 
intersection of two, 233, 237, 

242, 257 
irreducible, 237 
irreducible components of, 237 
non-singular, 231 
non-singular point, 231, 255 
of degree d, 257 
of degree one, See Line 
of degree three, See Cubic curve 
of degree two, See Conic 
points at infinity, 226, 227, 228, 

256 
rational, 229 
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set of integer points, 230 
set of rational points (C ( Q) ) , 

229,232 
singular point, 231, 255, 256 
smooth, 231 
tangent line, 231, 255, 256 

Projective geometry, 22 
Projective line (pi), 223 
Projective n-space (pn), 221, 255 

algebraic definition, 221 
Projective plane (p2), 22, 35, 220, 

221 
= A,.2 U pI, 223, 225, 255 

algebraic definition, 221, 224 
change of coordinates, 232 
curves in, 

See Projective curve 
geometric definition, 222, 224, 

255 
homogeneous coordinates, 221, 

224 
line at infinity, 223, 224, 229 
lines in, 222, 224, 255 
points at infinity, 221, 223, 224, 

255 
projective transformation, 232, 

256 
two lines intersect in a point, 

223, 254 
two points determine a line, 223, 

254 
Projective solutions, 111, 139 
Projective transformation, 23, 232, 

256 
reduction modulo p, 253 
sends lines to lines, 256 
with rational coefficients, 232 

pth roots of unity, 114 
Public key cipher, 7 
Pythagorean triples 

See Right triangles with inte­
ger sides 

Quadratic equation, 9, 83, 232 
integer solutions, 146 
number of points in lFp, 109, 138 

Quadratic Gauss sum, 139, 184 
Quadratic imaginary field, 216 
Quadratic non-residues, 139 
Quadratic polynomial, 5 

discriminant of, 59 
Quadratic residues, 109, 139 
Quotient field, 61 
Quotient group, 79, 85 
Quotient rule, 170 

Raising to powers, 126 
Ramanuj an , 147, 150 
Rank 

fifteen, 98 
of an abelian group, 89 
of an elliptic curve, 89, 151 
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of an elliptic curve, calculation 
of, 93 

zero, 89, 145 
Rational approximation 

large, 175 
to an algebraic number, 174, 179 
to a cube root, 153, 171 
to a a,th root, 179 
to a real number, 178, 179 

Rational curve, 229 
conic, 9 
cubic, 15 
line, 9, 32 

Rational function, 
defined at P, 245, 249 
of degree 0, 248 
of sin and cos, 13 

Rational map, is a homomorphism, 
202 

Rational normal form, 208, 209 
Rational number, 9 

height, 102 
Rational parametrization 

of a circle, 11 
of a singular cubic, 27, 100 

Rational points, 9, 32 
at infinity, 230 
calculating generators, 93 
height, 64 
image of a homomorphism, 83 
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Rational points (continued) 
in a finite field, 107 
on a circle, 33 
on a cubic curve, 42, 68 
on a cubic curve, height, 69 
on a cubic curve, with p in de-

nominator, 50 
on a projective curve, 229, 232 
on an affine curve, 230 
one-to-one correspondence, 24 
reduction modulo p, 121 

Rational points on a cubic curve 
calculating generators, 93 
image of a homomorphism, 83 
one-to-one correspondence, 24 

Rational transformation, 24 
Real analysis, 208 
Real numbers, 15 
Real points, on a cubic curve, 41, 

42 
Reduction modulo p, 251-254 

Bezout's theorem, 252 
is a homomorphism, 123, 134, 

254 
is not defined on A 2 , 252 
is one-to-one, 123 
kernel, 143 
map, 121, 122, 123, 143 
number of points, 120 
of a curve, 252 
of a projective transformation, 

253 
on JPl2, 252 
theorem, 123, 143 

See also Nagell-Lutz theorem 
Representation theory 

of finite groups, 196 
on points of order n, 196, 206, 

210,216 
Residues, quadratic, 139 
Riemann hypothesis, 110 
Right triangles with integer sides, 

11 
Right triangles, primitive, 12 
Ring 

commutative, 195 

Index 

general linear group of, 195 
local, 246 
non-commutative, 215 

Ring of endomorphisms 
See Endomorphism ring 

Rivest, 7 
R-module, 194 
Robinson, J., 4 
Roots of unity, 42, 111, 114 

primitive, 182, 213 
Roth, K., 175 
Roth's theorem, 175, 178 
Row reduction, 164 

Sato-Tate conjecture, 120, 140 
Scalar matrix, 206 
Scalars, 194 
Schmidt, W., 175 
Secret messages, 126 
Selmer, E. 17 
Serre, J.-P., 199 
Serre's theorem, on image of Ga-

lois representation, 199 
Shamir,7 
Shimura, G., 140 
Siegel, C.L., 2, 146, 157, 175 
Siegel's lemma, 157, 162 
Siegel's theorem, 6, 146, 148 

effective version, 176 
Sieve, 119 
Silverman, J., 151 
Sin2 distribution, 120 
Sine, 13 
Singular cubic curve, 26, 99, 106 

group law, 99, 105 
group of rational points, 100, 

105, 106 
group of rational points not 

finitely generated, 102, 106 
non-singular points on, 99 
rational parametrization, 27, 100 
real points, 102 
singular point is rational, 106 
Weierstrass form, 26, 100, 106 

Singular curves, intersection of, 
258 
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Singular point, 231, 255, 256 
is rational, 106 

Skolem, 147 
Smallness Theorem, 165, 171, 173 
Smooth curve 

See Non-singular curve 
Special value 

action of Galois group on, 185, 
212 

of meromorphic function, 185, 
212 

Splitting field, 181, 188 
Structure theorem of abelian 

groups, 89 
Subgroup 

normal,183 
of finite index, 87 

Successive doubling, 143 
Symmetric group on three letters, 

195, 198 

Tangent line, 3, 13, 18, 231 
to an affine curve, 226, 228, 231, 

256 
to a cubic, 16 
to a projective curve, 231, 255, 

256 
Taniyama, 120 
Taniyama-Weil conjecture, 120, 

140 
Tate, J., 120 
Taxicab, 147 
Taxicab equation, 149, 177 
Taylor series, 166 
Theory of Diophantine Approxima­

tion, 153 
Think Geometrically, Prove Alge­

braically, 230 
Thue, A., 2, 147, 153, 156, 174, 

175,179 
Thue's theorem, 147, 152 

Top hat, 78 
Torus, 45 
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Transversal intersection, 237, 238, 
251 

Trap-door functions, 7, 126 
Triangle inequality, 60, 69, 71, 166 
Trigonometric identities, 13 
Two cubes, sum of, 147 

Unique factorization, 51, 242 
Unique factorization domain, 61, 

237 
Unit circle, 182 
Unit group, 51, 61, 76 

of C, 188 
of'Lln'L, 182, 197 
of an endomorphism ring, 215 

Universe, 134 
Upper half plane, 141 

Vector space, 180, 193, 216 
sum and intersection, 244 

Vojta, P., 151, 175 
Von Neumann, 119 

Weierstrass p function, 43, 59, 
212 

Weierstrass equation, 43, 121, 145, 
179, 185, 189 

of a singular curve, 26, 100, 106 
Weierstrass normal form, 22, 35 
Weight two modular form, 141 
Weil, A., 109, 110, 120 
Wronskian polynomial, 168 

derivative of, 169 
is not identically zero, 170 
size of coefficients, 170 

Zero element, 18 
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